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Congruence Relations Connecting Tate-Shafarevich Groups with Hurwitz Numbers
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Let \( p > 3 \) be a rational prime congruent to 3 modulo 4, and \( h(-p) \) be the class number of the imaginary quadratic field \( \mathbb{Q}(-\sqrt{-p}) \). Then \( h(-p) \equiv -2B_{p+1} \mod p \), where \( B_n \) is the \( n \)-th Bernoulli number. This is a quite classical congruence. Under the full BSD conjecture, we provide an easy method to obtain the natural explicit generalization of this, which is a congruence between the conjectural order of the Tate-Shafarevich group for certain elliptic curve with Mordell-Weil rank 0 and a coefficient of power series expansion of an elliptic function associating the elliptic curve.
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Introduction

Keeping in mind that the Tate-Shafarevich group of an elliptic curve is an analogy of the ideal class group of a number field, the purpose of this paper is to give quickly an explicit analogue of the following theorem, though the results themselves may be obtained by standard method from known results.

**Theorem 0.1.** Let \( p > 3 \) be a prime and \( h(-p) \) be the class number of the imaginary quadratic field \( \mathbb{Q}(-\sqrt{-p}) \). One has

\[
h(-p) \equiv \begin{cases} -2B_{p+1} \mod p & \text{if } p \equiv 3 \mod 4, \\ 2^{-1}E_{p+1} \mod p & \text{if } p \equiv 1 \mod 4, \end{cases}
\]

where \( B_n \) is the \( n \)-th Bernoulli number and \( E_n \) is the \( n \)-th Euler number\(^1\). Here the smallest residue modulo \( p \) in \( \mathbb{Z} \) of the right hand side with respect to absolute value is just equal to the left hand side\(^2\).

The first congruence in Theorem 0.1 (the case of \( p \equiv 3 \mod 4 \)) is quite classical (e.g. [IR], p. 238), and the second one (the case of \( p \equiv 1 \mod 4 \)) is given in [ZX] and [Yu], for example. Both congruences are easily derived from analytic property (Theorem 5.12 in [Wa] for instance) of \( p \)-adic Dirichlet \( L \)-function\(^3\). However, such implication of the congruences from the theory of \( L \)-function does not seem to be well-known extensively even for researchers. Indeed, every bibliography which mentions these congruences ignores such background.

Nowadays, we have direct and fruitful generalizations of the \( p \)-adic Dirichlet \( L \)-functions to \( p \)-adic Hecke \( L \)-functions, due to Coates-Wiles, Rubin, and others ([CW], [R], [K], [Ya], etcetera). If we have worked out a calculation by using the theory of \( p \)-adic Hecke \( L \)-function including the Birch and Swinnerton-Dyer conjecture, we should have congruences analogous to Theorem 0.1 which is a (conjectural) congruence connecting orders of Tate-Shafarevich groups and certain coefficients (called Hurwitz numbers) of power series expansion of a suitable elliptic function associated to an elliptic curve.

However, in this paper, we demonstrate a very simple method to obtain such congruences (under the full BSD conjecture). Moreover, in Appendix of this paper, both congruences in 0.1 also are derived unitedly by our method with combining Dirichlet’s class number formula.

To explain the main results, let \( \lambda \) run through degree 1 primes in the ring \( \mathbb{Z}[i] \) of the Gauss integers. One of the main results of this paper concern certain family of elliptic curves \( \{ E_{\lambda} \} \) parametrized by \( \lambda \) (for the exact definition, see (3.2)).

Assuming the full statement of the Birch and Swinnerton-Dyer conjecture for \( E_{\lambda} \), our result (see Corollary 2.16 and Proposition 3.9) shows that the order of the Tate-Shafarevich group for \( E_{\lambda} \) is congruent modulo the norm prime \( \ell \) of \( \lambda \) to the square of suitable coefficient (Hurwitz-type number) of power series expansion of the lemniscate function \( s(lu) \) or
Weierstrass function \( \wp(u) \). Since the order of the Tate-Shafarevich group above are expected to be smaller than \( \sqrt{\ell} \), such congruence gives the order itself as in the latter part of 0.1.

Although there are many other congruences of this kind, only the case of elliptic curves with complex multiplication in Gauss’s number field is treated in this paper.

Throughout this paper we treat mainly certain character sums called elliptic Gauss sums, which are associated with suitable elliptic functions. In the Appendix we consider character sums called trigonometric Gauss sums, which are associated with trigonometric functions.

We summarize objects which used in this paper as in the following table.

<table>
<thead>
<tr>
<th>parameter prime ( p )</th>
<th>group ( \mathbb{Q}(\sqrt{-p}) )</th>
<th>( L )-series Dirichlet ( L ) with a character associated to ( p )</th>
<th>function ( f ) defining “( f )-tie” Gauss sum ( \cot(u) ) and ( \sec(u) )</th>
<th>power series coeff. of ( f ) Bernoulli and Euler numbers</th>
</tr>
</thead>
<tbody>
<tr>
<td>rational odd prime ( p )</td>
<td>class group of ( \mathbb{Q}(\sqrt{-p}) )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>degree one ( \lambda ) prime in ( \mathbb{Z}[i] ) Tate-Shafarevich group of ( \mathcal{E}_\lambda ) over ( \mathbb{Q}(i) )</td>
<td>Hecke ( L ) with a Grössen-character associated to ( \lambda )</td>
<td>lemniscate function ( \sec(u) ), etc.</td>
<td>Hurwitz-type numbers</td>
<td></td>
</tr>
</tbody>
</table>

This paper is closely related to Asai’s recent work in [A]. In the paper [A], it is explained how each \( L \)-series in the third column corresponds to suitable \( f \) in the fourth column. Superficially, the statement of our result connect directly the second or third column of the table with the fifth.

In order to explain roughly our idea of avoiding complexity, we outline here the proof of the second case \( p \equiv 1 \mod 4 \) in 0.1. A detailed proof is given in Appendix 4.1. Let us consider the sum

\[
\frac{1}{2} \sum_{r \mod p} \left( \frac{r}{p} \right) \sec \left( \frac{2\pi}{p} r \right),
\]

where \( \left( \frac{r}{p} \right) \) is the Legendre symbol. This should be called the secant Gauss sum. We compute this by two different methods: one is by using the infinite fractional expansion of \( \sec(u) \) and expressing the secant Gauss sum as a special value of Dirichlet \( L \)-series at 1, which due to Dirichlet gives rise to the class number \( h(-p) \); the other method uses power series expansion with respect to

\[\Pi = \tan \frac{\pi}{p},\]

in which the Euler numbers appears, and gives a congruence modulo \( p \) of certain term of the expansion. To read the Appendix 4.1 before the main body of this paper might be helpful for the reader to understand quickly the idea of our method.

If we consider similar sums by replacing \( \sec(u) \) in (0.2) by, for example, the lemniscate function \( \sec(u) \) and the Legendre symbol by the quartic-residue symbol, we have typical one of the elliptic Gauss sums. Then we have infinite fractional series expansion and power series expansion of such an elliptic Gauss sum with respect to certain division value of \( \sec(u) \). Although this idea might be seen too naïve for the reader, the method works so nicely.

Our congruences are generalized also to the direction of the Appendix 4.2 that describes connection with the trigonometric Gauss sum associated to higher derivatives of \( \cot(u) \), for instance, and special value at an integer other than 1 of Hecke \( L \)-series.

This paper is restricted to the case of Hecke character arising from the quartic-residue symbol with respect to a degree 1 prime in \( \mathbb{Z}[i] \) dividing \( \ell \equiv 5 \mod 8 \). Moreover, as we mentioned before, we have similar results by replacing the base ring in the story of this paper by \( \mathbb{Z}[\frac{1+\sqrt{-3}}{2}] \).

Finally, we mention on notation in this paper. We denote the imaginary unit by \( i \), which is a bold face letter.

### 1. Elliptic functions

#### 1.1 The lemniscate function

Let

\[
\sigma = 2 \int_{-\infty}^{\infty} \frac{dx}{2\sqrt{x^3 - x}} = 2 \int_{0}^{1} \frac{dt}{\sqrt{1 - t^4}} = 2.6220575542921198104648395898911 \ldots
\]

be the positive minimal period of the canonical 1-form on the elliptic curve

\[\mathcal{E} : y^2 = x^3 - x.\]
Let us consider the function \( t = \text{sl}(u) \). This is the inverse function of
\[
    u = \int_0^t \frac{dt}{\sqrt{1 - t^4}} \tag{1.1}
\]
and has the period lattice \((1 - i)\omega \mathbb{Z}[i]\). This function has the property
\[
    \text{sl}(iu) = i \text{sl}(u) \tag{1.2}
\]
We know that the power series expansion of (1.1) is given by
\[
    u = \sum_{n=0}^{\infty} (-1)^n \left( \frac{1}{2n} \right) t^{4n} dt = \sum_{n=0}^{\infty} (-1)^n \left( \frac{1}{2n} \right) t^{4n+1} / 4n + 1.
\]
Here we note that the leading term is \( t, \left( \frac{1}{2} \right) \in \mathbb{Z}_2[i] \), and
\[
    \frac{du}{dt} = d^{-1} \in \mathbb{Z}_2[[t]].
\]
We denote the coefficients of power series expansion of \( \text{sl}(u) \) as
\[
    \text{sl}(u) = u - \frac{1}{190} t^5 + \frac{1}{120} t^9 - \frac{11}{15600} t^{13} + \frac{211}{3576000} t^{17} - \frac{1607}{318240000} t^{21} + \cdots
\]
\[
    = u - \frac{12}{35} \frac{5}{9} t^5 + \frac{3024}{13} t^9 - \frac{4390848}{17} t^{13} + \frac{2224560906}{17} t^{17} - \frac{257991277243392}{21} t^{21} + \cdots
\]
\[
    = C_1 u + C_2 t^5 + C_3 t^9 + \cdots
\]
\[
    = \sum_{m=0}^{\infty} C_{4m+1} \frac{u^{2m+1}}{(4m + 1)!}.
\]
Then, since
\[
    \frac{du}{dt} = \frac{1}{\sqrt{1 - t^4}},
\]
we see that \( \frac{dt}{du} = -2t^3 \), and
\[
    C_{4m+1} \in \mathbb{Z}. \tag{1.3}
\]
We recall facts on addition formula of \( \text{sl}(u) \). For a proof of them, we refer the reader to [S1], pp. 113–115, for instance.

**Lemma 1.4 (Addition formula of \( \text{sl}(u) \)).** The addition formula of \( \text{sl}(u) \) is given as follows:
\[
    \text{sl}(u + v) = \frac{\text{sl}^2(u) - \text{sl}^2(v)}{\text{sl}(u) \sqrt{1 - \text{sl}^2(v)} - \text{sl}(v) \sqrt{1 - \text{sl}^2(u)}} \in \text{sl}(u) + \text{sl}(v) + (\text{sl}^2(u), \text{sl}(u)\text{sl}(v), \text{sl}^2(v)) \mathbb{Z}_2[[\text{sl}(u), \text{sl}(v)]].
\]

Using this formula, we have
\[
    \text{sl}((1 - i)u) = (1 - i)\text{sl}(u) / \sqrt{1 - \text{sl}^2(u)}.
\]
The formula in Lemma 1.4 and (1.2) imply the following.

**Lemma 1.5.** For any integer \( r \), \( \text{sl}(ru) \) is expanded as a power series of \( \text{sl}(u) \) with coefficients in \( \mathbb{Z}_2[i] \):
\[
    \text{sl}(ru) \in r \text{sl}(u) + \text{sl}(u)^5 \mathbb{Z}_2[[\text{sl}(u)^4]].
\]

### 1.2 Weierstrass \( \zeta \)-function

To avoid confusion, we use two complex variables. The first one is \( u \) and the second one is \( U \). We assume that \( u \) and \( U \) relate as \( U = u/(1 - i) \). In addition to \( \text{sl}(u) \), we discuss on the function
\[
    \zeta^* \in \mathbb{C}, \quad \zeta(U) = \zeta(U) - \frac{i}{\pi} \overline{U},
\]
where \( \zeta(U) \) is the Weierstrass zeta function associated to the elliptic curve \( \mathcal{E} \), and \( \overline{U} \) denotes the complex conjugate of \( U \). Legendre relation implies that this function is periodic with respect to the lattice \( m\mathbb{Z}[i] (\subset \mathbb{C}) \).

The Weierstrass elliptic function \( \wp(U) \) for the elliptic curve above is given by
\[
    \wp(U) = 1/\text{sl}(U)^2.
\]
and satisfies \( \varphi'(U)^2 = 4\varphi(U)^3 - 4\varphi(U) \). In the sequel, we denote by \( \mathbb{Z}[i : \cdots, \frac{1}{r}] \) the ring

\[
\mathbb{Z}
\left[
\frac{1}{a} \mid 0 \neq |a| \leq |r|
\right]
\]

**Lemma 1.6.** Let \( r \) be a non-zero element in \( \mathbb{Z}[i] \). We have

\[
\zeta(rU) - r\zeta(U) = \frac{1 - r\tau}{\tau} \frac{1}{\text{sl}(U)} \in \text{sl}(U)^3 \mathbb{Z}[i : \cdots, \frac{1}{r}][\text{sl}(U)].
\]

**Proof.** Using a well-known formula ([S1], pp. 113–115, for instance), we see that

\[
\zeta(U + V) = \zeta(U) + \zeta(V) - \frac{1}{2} \frac{\varphi(U) - \varphi(V)}{\varphi(U)}
\]

\[
= \zeta(U) + \zeta(V) - \frac{\text{sl}(U)^3 \text{sl}(U) - \text{sl}(V)^3 \text{sl}(V)}{\text{sl}(U)^2 - \text{sl}(V)^2}
\]

\[
= \zeta(U) + \zeta(V) - \frac{\text{sl}(V)^3 \sqrt{1 - \text{sl}(U)^2} - \text{sl}(U)^3 \sqrt{1 - \text{sl}(V)^2}}{\text{sl}(U)^2 - \text{sl}(V)^2}
\]

\[
= \zeta(U) + \zeta(V) - \frac{\text{sl}(U)^2 + \text{sl}(U) \text{sl}(V) + \text{sl}(V)^2}{\text{sl}(U) \text{sl}(V) (\text{sl}(U) + \text{sl}(V))}
\]

\[
+ \frac{1}{\text{sl}(U) \text{sl}(V) (\text{sl}(U) + \text{sl}(V))} (\text{sl}(U), \text{sl}(V))^6 \mathbb{Z}\left[\frac{1}{2}\right][\text{sl}(U)^4, \text{sl}(U)^4].
\]

Since \( \zeta(\pm iU) = \mp i\zeta(U) \), it is obvious that the claim is true for \( r = \pm 1, \pm i \). Assume that the statement is true for any \( r \) whose absolute value is less than or equal to arbitrarily fixed \( |r| \). We suppose that \( |r| < |r + 1| \) and consider the multiplication by \((r + 1)\). Then

\[
\zeta((r + 1)U) \in \zeta(rU) + \zeta(U) - \frac{\text{sl}(U)^2 + \text{sl}(U) \text{sl}(V) + \text{sl}(V)^2}{\text{sl}(U)} (\text{sl}(U), \text{sl}(V))^6 \mathbb{Z}\left[\frac{1}{2}\right][\text{sl}(U)^4, \text{sl}(U)^4]
\]

\[
\subseteq (7 + 1)\zeta(U) + \frac{1}{\text{sl}(U)} \frac{1 - \frac{\tau}{r}}{\tau} - \frac{\text{sl}(U)^2 + \text{sl}(U) \text{sl}(V) + \text{sl}(V)^2}{\text{sl}(U)} (\text{sl}(U), \text{sl}(V))^6 \mathbb{Z}\left[\frac{1}{2}\right][\text{sl}(U)^4, \text{sl}(U)^4]
\]

\[
= (7 + 1)\zeta(U) + \frac{1}{\text{sl}(U)} \frac{1 - (r + 1)(7 + 1)}{r + 1} - \frac{\text{sl}(U)^2 + \text{sl}(U) \text{sl}(V) + \text{sl}(V)^2}{\text{sl}(U)} (\text{sl}(U), \text{sl}(V))^6 \mathbb{Z}\left[\frac{1}{2}\right][\text{sl}(U)].
\]

Therefore, the statement is true for multiplication by \((r + 1)\). Similar argument shows that it is true for multiplications by \((r - 1)\) and by \((r \pm i)\). We note here that, for the multiplications by \((r \pm i)\), we need \( \zeta(iU) = -i\zeta(U) \). \( \square \)

Usually the expansion of \( \zeta'(u) \) is written as

\[
\zeta'(U) = -\frac{\pi}{\sigma^2} U + \frac{1}{U} + \sum_{n=1}^{\infty} \frac{-2\pi^2 H_{4n}}{4n} \frac{U^{4n-1}}{(4n - 1)!}
\]

\[
= -\frac{\pi}{\sigma^2} U + \frac{1}{U} - \frac{1}{15} U^3 - \frac{1}{525} U^7 - \frac{2}{52625} U^{11} - \frac{1}{1243125} U^{15} - \cdots, \tag{1.7}
\]

and its coefficients \( H_{4n} \in \mathbb{Q} \) are called the Hurwitz numbers. The denominator of \( H_{4n} \) was known by Hurwitz himself. We recall this in a rather weak form as follows (see [H]).

**Lemma 1.8.** We have

\[
H_{4n} = \frac{1}{2} + \sum_{p \text{ prime}} b_p \frac{1}{p} + \text{“rational integer”,}
\]

where \( b_p \) are rational integer.

We denote the expansion (1.7) simply as
\[
\zeta^*(U) = -\frac{24\pi^2}{17}U + \frac{1}{U} + \sum_{n=1}^{\infty} D_{4n-1} U^{4n-1} \quad \text{\textbf{(i.e.} } D_{4n-1} = \frac{-24H_{4n}}{(4n)!} \text{\textbf{)}.}
\]

By using another variable \( z \), we further introduce the function
\[
Z(z) = \zeta^*(\sigma z).
\]

More detailed properties on \( Z(z) \) is seen in [A].

1.3 Eisenstein’s product formula

We introduce here some notations that we use throughout this paper. We denote by \( \ell \in \mathbb{Z} \) a rational prime number bigger than 5 such that \( \ell \equiv 5 \mod 8 \) and fix \( \lambda \in \mathbb{Z}[i] \) satisfying
\[
\ell = \lambda \overline{\lambda} \quad \text{and} \quad \lambda \equiv 1 \mod (2 + 2i), \tag{1.9}
\]
where \( \overline{\lambda} \) is the complex conjugation. The function defined by
\[
\varphi(z) = s!(1 - i)\sigma z)
\]
is used everywhere in this paper. Let
\[
\Lambda = \varphi(\frac{1}{2}),
\]
and
\[
\mathcal{O}_\Lambda = \text{“the ring of integers of } \mathbb{Q}(i, \Lambda).”
\]

We consider the quartic character
\[
\chi_\Lambda(r) = \left( \frac{r}{\lambda} \right)_4. \tag{1.10}
\]

**Lemma 1.11.** By the notation above, we have the following.

1. We have \( \Lambda \in \mathcal{O}_\Lambda. \) Moreover, \( \Lambda \) is a prime element in \( \mathcal{O}_\Lambda \) and has a property \( (\Lambda) = \Lambda^{(\ell - 1)/4} \) as ideals. Any \( \varphi(\zeta) \) for \( r \neq 0 \) modulo \( \ell \) is an associate of \( \Lambda \) in \( \mathcal{O}_\Lambda \), namely, they generate the same prime ideal.

2. Let \( \widehat{\Lambda} = \prod_{\chi(\ell) = 1} \varphi(\zeta) \). Then \( \widehat{\Lambda}^4 = -\Lambda \).

3. The \( \widehat{\Lambda} \) in (2) belongs to \( \Lambda^{(\ell - 1)/4}(1 + \Lambda^4 \mathcal{O}_\Lambda) \).

**Proof.** The assertion (1) and (2) are classical and there are several proofs (see [O] for instance). The expansion Lemma 1.5 and (1) imply \( \widehat{\Lambda} \in \Lambda^{(\ell - 1)/4}(1 + \Lambda^4 \mathcal{O}_\Lambda) \), where \( (\mathcal{O}_\Lambda \mathcal{O}_{(\Lambda)}) \) is the localization of \( \mathcal{O}_\Lambda \) with respect to the prime ideal \( (\Lambda) \). Adding the statement (1) with this, the assertion (3) follows. \( \square \)

2. Elliptic Gauss sums

2.1 Definition of elliptic Gauss sums

To express the value at \( s = 1 \) of the Hecke \( L \)-series defined later by (3.1), we consider elliptic Gauss sums following [A]. For \( \ell, \lambda \) in (1.9) and the character \( \chi_\lambda \) in (1.10), let \( f \) be a function defined by
\[
f = \left\{ \begin{array} {ll}
\varphi & \text{if } \ell \equiv 13 \mod 16, \\
\mathbb{Z} & \text{if } \ell \equiv 5 \mod 16
\end{array} \right.
\]
and
\[
G_\lambda(\chi_\lambda, f) = \frac{1}{4} \sum_{r \mod \lambda} \chi_\lambda(r)f(\frac{r}{\lambda^*_r}). \tag{2.1}
\]
where \( r \in \mathbb{Z}[i] \) runs through residues modulo \( \lambda \). It is known that
\[
G_\lambda(\chi_\lambda, f) \in \mathcal{O}_\Lambda
\]
by Lemma 1.11. We call this the elliptic Gauss sum associated to \( \chi_\lambda \) and \( f \). We remark here that, actually, the function \( f \) above is chosen depending on the character \( \chi_\lambda \), and \( f \) is associated to the Hecke \( L \)-series (3.1) defined later (see [A]).

2.2 Integrality and rationality of the coefficients

We shall recall Asai’s results from [A] for the lemniscate case. Here \( \ell \) and \( \lambda \) are as before.

**Theorem 2.2 (Asai).** We use the notation above.

1. If \( \ell \equiv 13 \mod 16 \), then there exists \( a_\lambda \in 1 + 2\mathbb{Z} \) such that
\[ G_\lambda(\chi, \psi) = \alpha_\lambda \bar{\lambda}. \]

(2) If \( \ell \equiv 5 \mod 16 \) (and \( \ell \neq 5 \)), then there exists \( \alpha_\lambda \in \chi(1+i)(1+2\mathbb{Z}) \) such that

\[ G_\lambda(\chi, \mathbb{Z}) = \alpha_\lambda \bar{\lambda}. \]

**Remark 2.3.** (1) The number \( \alpha_\lambda \) is called the coefficient of \( G_\lambda(\chi, \psi) \) in [A].

(2) In [A], the theorem above is proved by using the functional equations of the Hecke L-series defined in (3.1) below, which are associated to Hecke characters arising from \( \chi_1 \).

(3) The fact \( \alpha_\lambda \in \mathbb{Z}[i] \) is easily shown (Eisenstein, [E2], pp. 234–236). However, the fact \( \alpha_\lambda \in \mathbb{Z} \) or \( \alpha_\lambda \in \chi(1+i) \cdot \mathbb{Z} \) is quite number theoretic, and is equivalent to the determination of the sign of the usual quartic Gauss sum (see [A]), namely, to Cassels-Matthews formula. We use Asai’s result to lift congruences modulo \( \lambda \) to modulo \( \ell \). Actually, Theorem 2.2(1) is used in the proof of the first congruence in Theorem 2.4, and Theorem 2.2(2) is essential to show the congruence in Corollary 2.16 for the case \( \ell \equiv 5 \mod 16 \).

(4) The absolute value of \( \alpha_\lambda \) is quite small. It would be expected by a lot of numerical examples by N. Kanou that

\[ |\alpha_\lambda| < \sqrt{\ell}, \]

and the growth order seems to be of \( \ell^{1/4} \).

### 2.3 The congruences, main results

The first main result of this paper is the following congruence.

**Theorem 2.4.** Under the notation in 2.2, one has

\[ \alpha_\lambda \equiv \begin{cases} -\frac{1}{4} C_{3(\ell-1)} \mod \ell & \text{if } \ell \equiv 13 \mod 16, \\ -\frac{1}{4} G(1-i) \mod \ell & \text{if } \ell \equiv 5 \mod 16. \end{cases} \]

**Remark 2.5.** On the second case, the modulus \( \lambda \) can not be replaced by \( \ell \).

**Proof of Theorem 2.4.** Let \( v = \text{sl}(u) \). For any \( v \in \mathbb{Z}[i] \), we have

\[
\text{sl}(vu) = \text{sl} \left( v \sum_{n=0}^{\infty} (-1)^n \left( \frac{1}{n} \right) x^{n+1} \right)
= \sum_{m=0}^{\infty} C_{4m+1} \left( v \sum_{n=0}^{\infty} (-1)^n \left( \frac{1}{n} \right) x^{n+1} \right) 4^{m+1}
= \sum_{m=0}^{\infty} C_{4m+1} \left( \sum_{n=0}^{\infty} (-1)^n \left( \frac{1}{n} \right) x^{n+1} \right) 4^{m+1}.
\]

Let \( \ell \equiv 13 \mod 16 \) and \( g \) be a primitive root of 1 modulo \( \ell \). We consider the sum

\[ L(u) = \text{sl}(u) + \text{sl}(g^u u) + \cdots + \text{sl}(g^{\ell-5} u). \]  

(2.6)

The elliptic Gauss sum (2.1) is given by

\[ G_\lambda(\chi, \psi) = L \left( \frac{(1-i)\mu \bar{\lambda}}{\lambda} \right). \]  

(2.7)

On the other hand, the function \( L(u) \) is expanded as

\[
L(u) = \sum_{j=1}^{\ell-1} \text{sl} \left( g^j \sum_{n=0}^{\infty} (-1)^n \left( \frac{1}{n} \right) x^{n+1} \right)
= \sum_{j=1}^{\ell-1} \sum_{m=0}^{\infty} C_{4m+1} \left( g^j \sum_{n=0}^{\infty} (-1)^n \left( \frac{1}{n} \right) x^{n+1} \right) 4^{m+1}
= \sum_{m=0}^{\infty} C_{4m+1} \left( \sum_{j=1}^{\ell-1} g^{4(4m+1)j} \right) \left( \sum_{n=0}^{\infty} (-1)^n \left( \frac{1}{n} \right) x^{n+1} \right) 4^{m+1}
= \sum_{m=0}^{\infty} C_{4m+1} \left( \sum_{j=1}^{\ell-1} g^{4(4m+1)j} \right) \left( 4^{m+1} + \text{higher terms on } r^m \right).
\]  

(2.8)
In this situation, we note that the ring $\mathbb{Q}[i]$ is isomorphic to a formal power series ring over $\mathbb{Q}$. If we gather the similar terms for every order in (2.8), then such the $t$-adic expansion must coincide with the expression of $L(u)$ coming from power series expansion of the addition formula (i.e. Lemma 1.4) and (2.6), which expansion has coefficients in $\mathbb{Z}_{(2)}$ by Lemma 1.5. Recall (1.3), that is

$$A = \psi(\frac{1}{2}) = s l\left(\frac{(1-i)t}{\lambda}\right).$$

Then, by (2.8) and (2.7),

$$G_1(\chi, \psi) = \sum_{m=0}^{\infty} C_{4m+1} \left( \sum_{j=1}^{\ell-1} g^{4m(j+1)} \right) A^{4m+1} + \text{"higher terms on } A\),

and this expansion converges $A$-adically. Since we are interested in (2.9) modulo $A^\frac{3(\ell-1)}{4} + 1$, we may ignore the terms higher than $A^\frac{3(\ell-1)}{4}$. Now, Lemma 1.5 and (1.3) implies that the denominators of the coefficients $C_{4m+1}$ for $4m+1 \leq \frac{3(\ell-1)}{4}$ do not contain $\ell$. Anyway, (2.9) is

$$\equiv \sum_{m=0}^{3(\ell-1)/4-1} C_{4m+1} \left( \sum_{j=1}^{\ell-1} g^{4m(j+1)} \right) A^{4m+1} \bmod A^\frac{3(\ell-1)}{4} + 1.$$

Now Fermat’s theorem shows that

$$\sum_{j=1}^{\ell-1} g^{4m(j+1)} \equiv \begin{cases} 0 & \text{mod } \ell \text{ if } (\ell - 1) \nmid 4(4m+1), \\ \ell^{-1} & \text{mod } \ell \text{ if } (\ell - 1) \mid 4(4m+1). \end{cases}$$

For $1 \leq 4m+1 \leq 3(\ell-1)/4$, we see that $\ell - 1$ divides $4(4m+1)$ if and only if $4(4m+1) = \ell - 1$, $2(\ell - 1)$, or $3(\ell - 1)$, namely, $4m+1 = \frac{\ell - 1}{4}, \frac{2(\ell - 1)}{4}, \frac{3(\ell - 1)}{4}$. The former two cases are impossible since $\ell \equiv 13 \bmod 16$, and only the last case is possible. Therefore we may compute only the term of $A^\frac{3(\ell-1)}{4}$, that is

$$C_{\frac{3(\ell-1)}{4}} \left( \sum_{j=1}^{\ell-1} g^{4(j+1)} \right) A^\frac{3(\ell-1)}{4} \bmod A^\frac{3(\ell-1)}{4} + 1.$$

By Lemma 1.11(2) and Lemma 1.4 we see that

$$\tilde{\alpha} \equiv \left( \prod_{\chi_j(r) = \pm 1} r \phi(\frac{1}{\chi}) \right) A^\frac{\ell-1}{4} \bmod A^\frac{\ell-1}{4} + 1 \equiv g^\frac{\ell-1}{4} A^\frac{\ell-1}{4} \bmod A^\frac{\ell-1}{4} + 1 \equiv A^\frac{\ell-1}{4} \bmod A^\frac{\ell-1}{4} + 1.$$

Summing up, we have

$$G_1(\chi, \psi) = \alpha \tilde{\alpha}^3 \equiv \left( \prod_{\chi_j(r) = \pm 1} r \phi(\frac{1}{\chi}) \right) g^{\ell-1} A^3 \bmod A^4.$$

So that, by (1.3),

$$\alpha \equiv -\frac{1}{2} C_{\frac{3(\ell-1)}{4}} \bmod \tilde{\alpha}.$$

Since both sides are rationals (see Theorem 2.2), we have the desired congruence.

We are going to prove the second case. Because $\ell > 5$, we can choose a quarter set

$$S = \{ r \mid \chi_j(r) = 1 \} \bmod 0 < r < \ell - 1 \} \subset \mathbb{Z} \quad (2.10)$$

such that the sum of these elements is exactly 0. Let us consider the sum

$$M(U) = \sum_{r \in S} \zeta^r(rU) = \sum_{r \in S} \zeta^r(\frac{r}{U}).$$

This has the same periods as $sl(u)$ and we see that

$$G_1(\chi, \mathbb{Z}) = M\left( \frac{\sigma}{\lambda} \right). \quad (2.11)$$
Let \( U = \frac{1}{\ell^j} = \frac{1}{\ell^j} \) as before. By Lemma 1.6 and the choice in (2.10),
\[
M(U) = \sum_{r \in S} \xi(rU)
\]
\[
\in \left\{ \sum_{r \in S} \left( \sum_{r \in S} \frac{1 - r^p}{r} \frac{1 - i^p}{\text{sl}(u)} + \text{sl}(u)^3 \mathbb{Z}[i \cdot \cdots \cdot \frac{1}{\ell^j}]]\right[[\text{sl}(u)]] \right\} \tag{2.12}
\]
\[
= \left( \sum_{r \in S} \frac{1}{r} \right) - i^p + \text{sl}(u)^3 \mathbb{Z}[i \cdot \cdots \cdot \frac{1}{\ell^j}]]\right[[\text{sl}(u)]] \right\}
\]
Now we set \( U = \sigma / \lambda \). Because
\[
\left( \sum_{r \in S} \frac{1}{r} \right) - i^p \equiv 0 \mod A^{(\ell - 2)},
\]
we see that (2.12) is expanded as a power series of \( A = \text{sl}((1 - i) \sigma / \lambda) \) with \( A \)-adic integer coefficients. Especially, it is \( A \)-adically convergent. We are interested in (2.11) modulo \( A^{-\ell j / 4 - 1} \) as in the first case. Paying attention to Lemma 1.8, we have
\[
G_1(\chi, \mathbb{Z}) = M(\frac{\sigma}{\lambda})
\]
\[
= \left\{ \sum_{r \in S} \frac{1}{\ell^j} + \sum_{r \in S} \sum_{m=1}^{\infty} D_{4m-1}(\frac{rU}{\ell^j})^{4m-1} \right\} \left|_{U=\sigma / \lambda} \right.
\]
\[
\left. = \left\{ \sum_{r \in S} \frac{1 - i^p}{r} \left( 1 + \sum_{n=0}^{\infty} (-1)^p \left( -\frac{1}{n} \right) \frac{\ell^n}{4n + 1} \right)^{-1} \right\} \right. 
\]
\[
+ \sum_{r \in S} \sum_{m=1}^{\infty} D_{4m-1} \left( \frac{r}{\ell^j} \sum_{n=0}^{\infty} (-1)^p \left( -\frac{1}{n} \right) \frac{\ell^n}{4n + 1} \right)^{4m-1} \right\} \left|_{U=\sigma / \lambda} \right.
\]
\[
= \sum_{r \in S} \frac{1 - i^p}{r} \left( 1 + \sum_{n=0}^{\infty} (-1)^p \left( -\frac{1}{n} \right) \frac{\ell^n}{4n + 1} \right)^{-1} \right.
\]
\[
+ \sum_{r \in S} \sum_{m=1}^{\infty} D_{4m-1} \left( \frac{r}{\ell^j} \sum_{n=0}^{\infty} (-1)^p \left( -\frac{1}{n} \right) \frac{\ell^n}{4n + 1} \right)^{4m-1} \right\} \left|_{U=\sigma / \lambda} \right.
\]
Let \( g \) be a primitive root of \( 1 \) modulo \( \ell \) as above. Since
\[
\sum_{r \in S} \frac{1}{\ell^j} \equiv A \sum_{j=0}^{\ell-5} g^j \mod \ell \equiv A \cdot (1 + g^4 + \cdots + g^{\ell - 5}) \mod \ell \equiv 0 \mod \ell,
\]
the first sum of the last expression in (2.13) is congruent to 0 modulo \( \ell \). Hence, we have
\[
G_1(\chi, \mathbb{Z})
\]
\[
\equiv \sum_{j=0}^{\ell-5} \sum_{m=1}^{\infty} D_{4m-1} \left( \frac{g^j}{\ell^j} \sum_{n=0}^{\infty} (-1)^p \left( -\frac{1}{n} \right) \frac{\ell^n}{4n + 1} \right)^{4m-1} \mod A^{\frac{3\ell j}{4} + 1}
\]
\[
= \sum_{m=1}^{\infty} \left( \sum_{j=0}^{\ell-5} \frac{g^{4j}}{\ell^j} D_{4m-1} \left( \frac{1}{\ell^j} \sum_{n=0}^{\infty} (-1)^p \left( -\frac{1}{n} \right) \frac{\ell^n}{4n + 1} \right)^{4m-1} \right)
\]
Now, as in the first case, Fermat’s theorem yields that
Here we still use notations given by Theorem 2.4 with its complex conjugation.

For the number \( \alpha_{\lambda} \) defined in (2.2), one has

\[
|\alpha_{\lambda}|^2 \equiv (\frac{1}{4}D_{\ell-1\ell})^2 \mod \ell.
\]

If \( \ell \equiv 13 \mod 16 \), we can replace \( |\alpha_{\lambda}|^2 \) by \( \alpha_{\lambda}^2 \) and this is trivial.

**Proof.** It is sufficient to prove only in the case \( \ell \equiv 5 \mod 16 \). Because of Theorem 2.2(2) and \( \chi_{\lambda}(1 - i) = -i \chi_{\lambda}(1 + i) \), taking product of the congruence

\[\alpha_{\lambda} - \frac{1}{4} \chi_{\lambda}(1 - i)D_{\ell-1\ell} \equiv 0 \mod \lambda\]

given by Theorem 2.4 with its complex conjugation

\[\overline{\chi}_\lambda(1 + i)\chi_\lambda(1 + i)^{-1} \alpha_{\lambda} - \frac{1}{4} \overline{\chi}_\lambda(1 - i)D_{\ell-1\ell} \equiv 0 \mod \lambda\]

implies that

\[|\alpha_{\lambda}|^2 - (\frac{1}{4}D_{\ell-1\ell})^2 \equiv 0 \mod \ell,\]

and the proof is completed.

**3. Elliptic Gauss sums and associated elliptic curves**

In this Section, we summarize a relation between special values of Hecke \( L \)-series, elliptic Gauss sum, and Tate-Shafarevich group of the corresponding elliptic curve. Main references are [D], §10 in Chapter II of [S2], [G], and [C]. Here we still use notations \( \ell \) and \( \lambda \) as before.

**3.1 Hecke \( L \)-series**

The simplest Hecke character arising from \( \chi_{\lambda} \) is constructed as follows. According to Lemma 1.11(2), suppose \( \ell \equiv 5 \mod 8 \) for simplicity. Using another character

\[\chi'_\lambda(v) = \delta^2 \mod (1 + i)^2, \delta \equiv 1, i,\]

we define for each \( \mu \in \mathbb{Z}[i], \)

\[
\equiv \frac{1}{\ell - 1} \frac{-1}{4} D_{\ell-1\ell} \frac{\Lambda^3(1-\ell)}{4} + \mod \Lambda^3(1-\ell)^{-1}.
\]

Using Lemma 1.11 again and Theorem 2.2(2), we have arrived at the congruence

\[\alpha_{\lambda} \equiv -\frac{1}{4} \chi_{\lambda}(1 - i)D_{\ell-1\ell} \mod \Lambda,\]

and the claimed one because both sides belong to \( \mathbb{Q}(i) \).

**Example 2.14.** (a) Let \( \ell = 13 \) and \( \lambda = 3 + 2i \). Then

\[-\frac{1}{4}C_{\ell-1\ell} = -\frac{1}{4}C_0 = -\frac{1}{4} \div 3 = 1 \mod 13.\]

This coincides with §2.3, Example 2.17 in [A] that states \( \alpha_{\lambda} = 1 \).

(b) Let \( \ell = 29 \) and \( \lambda = -5 + 2i \). Then

\[-\frac{1}{4}C_{\ell-1\ell} = -\frac{1}{4}C_{21} = -\frac{1}{4} \div 1607 \mod 315240000 \equiv 1 \mod 29.\]

This coincides with the value \( \alpha_{\lambda} = 1 \) in the table at the end of [A].

We shall mention the “squared” form of Theorem 2.4 which is helpful to describe the connection of Theorem 2.4 and Tate-Shafarevich groups later.

**Corollary 2.16.** For the number \( \alpha_{\lambda} \) defined in (2.2), one has

\[|\alpha_{\lambda}|^2 \equiv (\frac{1}{4}D_{\ell-1\ell})^2 \mod \ell.\]

**Proof.** It is sufficient to prove only in the case \( \ell \equiv 5 \mod 16 \). Because of Theorem 2.2(2) and \( \chi_{\lambda}(1 - i) = -i \chi_{\lambda}(1 + i) \), taking product of the congruence

\[\alpha_{\lambda} - \frac{1}{4} \chi_{\lambda}(1 - i)D_{\ell-1\ell} \equiv 0 \mod \lambda\]

given by Theorem 2.4 with its complex conjugation

\[\overline{\chi}_\lambda(1 + i)\chi_\lambda(1 + i)^{-1} \alpha_{\lambda} - \frac{1}{4} \overline{\chi}_\lambda(1 - i)D_{\ell-1\ell} \equiv 0 \mod \lambda\]

implies that

\[|\alpha_{\lambda}|^2 - (\frac{1}{4}D_{\ell-1\ell})^2 \equiv 0 \mod \ell,\]

and the proof is completed.

\[\square\]
\[ \bar{\chi}_A((\mu)) = \begin{cases} \chi_A(\mu)\chi_B(\mu) & \text{if } \ell \equiv 13 \mod 16, \\ \chi_A(\mu) & \text{if } \ell \equiv 5 \mod 16. \end{cases} \]

Then \( \bar{\chi}_A \) is a Hecke character whose conductor is
\[ \begin{cases} ((1+i)^2 A) & \text{if } \ell \equiv 13 \mod 16, \\ (A) & \text{if } \ell \equiv 5 \mod 16. \end{cases} \]

There is a quite explicit description on this fact in [A]. We assume here that
\[ \bar{\chi}_A((\lambda)) = \chi_A(\lambda) = 0, \]
and if \( \ell \equiv 13 \mod 16 \), then
\[ \bar{\chi}_A((1+i)) = \chi_A(1+i) = 0. \]

Hecke \( L \)-series associated to the character \( \bar{\chi}_A \) is
\[
L(s, \bar{\chi}_A) = \prod_{(\mu) \text{ prime ideal}} \left( 1 - \bar{\chi}_A((\mu))(\mu\overline{\mu})^{-s} \right)^{-1} = \prod_{\mu \text{ prime or } \mu = 1+i^3} \left( 1 - \chi_A(\mu)(\mu\overline{\mu})^{-s} \right)^{-1}.
\]

(3.1)

### 3.2 \( L \)-functions of elliptic curves

For \( D \in \mathbb{Q}(i) \), we denote by \( \mathcal{E}_D \) the twisted elliptic curve
\[ \mathcal{E}_D : y^2 = x^3 - Dx \]
of \( \mathcal{E} \). Since this has an automorphism \( [(x,y) \mapsto (-x,iy)] \), we see that
\[ \text{End}(\mathcal{E}_D) \simeq \mathbb{Z}[i]. \]

Let \( L(\mathcal{E}_D/\mathbb{Q}(i), s) \) be the \( L \)-function of the elliptic curve \( \mathcal{E}_D \) over \( \mathbb{Q}(i) \) (see [S2], p. 172). For simplicity we let
\[ \lambda^* = \begin{cases} -A & \text{if } \ell \equiv 13 \mod 16, \\ \frac{1}{4} & \text{if } \ell \equiv 5 \mod 16. \end{cases} \]

The Hecke \( L \)-series defined by (3.1) corresponds to the twisted elliptic curve
\[
\mathcal{E}_{A^*} = \begin{cases} \mathcal{E}_{-A} : y^2 = x^3 + \lambda x & \text{if } \ell \equiv 13 \mod 16, \\ \mathcal{E}_{\frac{1}{4}} : y^2 = x^3 - \frac{1}{4} x & \text{if } \ell \equiv 5 \mod 16. \end{cases}
\]
(3.2)

**Proposition 3.3.** One has
\[ L(s, \bar{\chi}_A)L(s, \overline{\chi}_A) = L(\mathcal{E}_{A^*}/\mathbb{Q}(i), s). \]
(3.4)

Although this formula is a special case of Deuring’s theorem ([D], see also [S2], p. 175), we demonstrate this by explicit computation as follows. Doing so, we might deeply appreciate general theories described in [S2].

**Proof.** First of all we recall that, for any prime in \( \mathbb{Z}[i] \) which is congruent to 1 modulo \( (1+i)^3 \),
\[ \chi_A(\mu) = \left( \frac{\mu}{1} \right) \left( \frac{1}{\mu} \right). \]
(3.5)

The case \( \ell \equiv 13 \mod 16 \), (i) The curve \( \mathcal{E}_{-A} \) has only two bad primes \( l = (\lambda) \) and \( l = (1+i) \). We can check by using Tate’s algorithm that reduction modulo \( (\lambda) \) of the minimal proper regular model of \( \mathcal{E}_{-A} \) is of type III in the symbols of Kodaira, which is additive reduction; and the reduction modulo \( (1+i) \) is of type \( \Pi^* \), which is also additive.

(ii) Let \( q \equiv 3 \mod 4 \) be a rational prime. Then \( -q \equiv 1 \mod (1+i)^3 \). We fix an identification \( \mathbb{Z}[i]/(q) \simeq \mathbb{F}_{q^2} \). We can show by a similar argument as in p. 307 of [IR] with the result of determination of associated Jacobi sum (Theorems 2.3 and 2.14 in [BE]) that
\[
\zeta(\mathcal{E}_{-A} \otimes \mathbb{F}_{q^2})(\mathbb{F}_{q^2}) = q^2 + 1 + \left( \frac{-A}{q} \right) q + \left( \frac{-A}{q} \right)_4 q
\]
\[ = q^2 + 1 - \left( \frac{-q}{\lambda} \right)_4 (-q) - \left( \frac{-q}{\lambda} \right)_4 (-q).
\]
(3.6)

Here we have used (3.5). Hence, the \( (q) \)-Euler factors in the two sides of (3.4) coincide.
Indeed, if \( \ell \equiv 5 \text{ mod } 16 \), (i) For the curve \( \mathcal{E}_4 \), the reduction modulo \( (\ell) \) of the minimal proper regular model of \( \mathcal{E}_4 \) is also of type III.

(ii) The \((q)\)-Euler factors for any rational prime \( q \equiv 3 \text{ mod } 4 \) coincides as same as above, and the \((\mu)\)-Euler factors for degree 1 prime ideals \((\mu) \neq (\ell) \).

(iii) The case \( q \equiv 13 \text{ mod } 16 \). Let \( q \equiv 13 \text{ mod } 16 \) and denote \( A \equiv q \text{ mod } 16 \).

3.3 Elliptic Gauss sums and Tate-Shafarevich groups

Assume that the prime \( \ell \) satisfies \( \ell \equiv 5 \text{ mod } 8 \). Let \( \lambda \) be as before. We explain a connection between \( L(1, \chi_3) \) and suitable elliptic Gauss sum. Let \( \chi_3 \) be the character defined by (1.10). Using the expression of \( \text{sl}(u) \) by infinite sum of fractions and the quartic reciprocity adding to Theorem 2.2, we have (see [A])

\[
L(1, \chi_3) = \begin{cases} 
\frac{1 + i \chi_3(2)\sigma}{\omega} & (\ell \equiv 13 \text{ mod } 16), \\
\frac{2\lambda}{\omega} & (\ell \equiv 5 \text{ mod } 16).
\end{cases}
\]  

(3.7)

Especially, by Theorem 2.2,

\[ L(1, \chi_3) \neq 0. \]

If \( s \in \mathbb{R} \), then

\[ L(s, \chi_3) = L(s, \overline{\chi_3}). \]
Therefore,
\[ L(1, \tilde{\chi}_i) L(1, \tilde{\chi}_i) = |L(1, \tilde{\chi}_i)|^2. \] (3.8)

Then, as a corollary to Theorem 2.4, we have the following relation for the Tate-Shafarevich group \( \prod (\mathcal{E}_{\lambda}/\mathbb{Q}(i)) \) of \( \mathcal{E}_{\lambda} \) over \( \mathbb{Q}(i) \):

**Proposition 3.9.** For the number \( \alpha_\lambda \) defined in (2.2), one has
\[ \prod (\mathcal{E}_{\lambda}/\mathbb{Q}(i)) = |\alpha_\lambda|^2 \]
if the full statement of the Birch and Swinnerton-Dyer conjecture holds for the corresponding elliptic curve. Especially, if \( \ell \equiv 13 \mod 16 \), we can replace \( |\alpha_\lambda|^2 \) by \( \alpha_\lambda^2 \).

**Proof.** Let \( \mathcal{M}_{\lambda} \) be the minimal regular model of \( \mathcal{E}_{\lambda} \) over \( \mathbb{Z}[i] \), and, for any prime ideal \( p \) of \( \mathbb{Z}[i] \), let
\[ \tau_p = \prod (\mathcal{M}_{\lambda}(\mathbb{Q}(i)_p)/\mathcal{M}_{\lambda}(\mathbb{Q}(i)_p)) \]
where \( \mathcal{M}_{\lambda} \) means the connected component including the origin.

First of all, we note that \( \alpha_\lambda \neq 0 \) in the Theorem 2.2, and so that
\[ L(\mathcal{E}_{\lambda}/\mathbb{Q}(i), 1) \neq 0. \]

Hence, Rubin’s result (Theorem A in [R]) shows that the Tate-Shafarevich group is finite. Let
\[ \tau_\infty = \sigma_\lambda \sigma_{\lambda'}, \]
where \( \sigma_\lambda \) is a generator over \( \mathbb{Z}[i] \) of the period lattice, in \( \mathcal{C} \), of \( \mathcal{E}_{\lambda} \). The full statement of the Birch and Swinnerton-Dyer conjecture claims that
\[ L(\mathcal{E}_{\lambda}/\mathbb{Q}(i), 1) = \tau_\infty \tau_{(1+i)} \tau_{(\lambda)}, \]
\[ \prod (\mathcal{E}_{\lambda}/\mathbb{Q}(i)) = |\alpha_\lambda|^2 \] for \( \ell \equiv 13 \mod 16 \)
\[ \text{resp. } L(\mathcal{E}_{\lambda}/\mathbb{Q}(i), 1) = \tau_\infty \tau_{(1+i)} \tau_{(\lambda)} \]
\[ \prod (\mathcal{E}_{\lambda}/\mathbb{Q}(i)) = |\alpha_\lambda|^2 \] for \( \ell \equiv 5 \mod 16 \).

In this formula, we compute each of the factors of the right hand side.

The case \( \ell \equiv 13 \mod 16 \). By considering several \( q \)'s in (3.6), we see \( \prod (\mathcal{E}_{\lambda}/\mathbb{Q}(i)) = 2 \). Indeed,
\[ \mathcal{E}_{\lambda}/\mathbb{Q}(i) = \{(0, 0), \infty\}, \]
where \( \infty \) is the point at infinity. We have \( \tau_{(1+i)} = 1 \) and \( \tau_{(\lambda)} = 2 \) since the corresponding reductions are of type \( \Pi^* \) and III, respectively, as seen in the proof of Proposition 3.3. The number \( \tau_\infty \) is given by
\[ \tau_\infty = \int_{\infty}^{i \sqrt{7},0} \frac{dx}{2 \sqrt{x^3 + \lambda x}} = \frac{\sigma^2}{\ell^2}. \]

Therefore (3.10) is written as
\[ L(\mathcal{E}_{\lambda}/\mathbb{Q}(i), 1) = \frac{\sigma^2}{\ell^2} \cdot 1 \cdot 2 \cdot \frac{\prod (\mathcal{E}_{\lambda}/\mathbb{Q}(i))}{\prod (\mathcal{E}_{\lambda}/\mathbb{Q}(i))} \quad (\ell \equiv 13 \mod 16). \]

Under this formula, we see that \( \prod (\mathcal{E}_{\lambda}/\mathbb{Q}(i)) = \alpha_\lambda^2 \) by (3.8), (3.7).

The case \( \ell \equiv 5 \mod 16 \). As we proved in the proof of Proposition 3.3, \( \mathcal{E}_{\lambda} \) is bad reduction only at \( (\lambda) \), at which it is reduction of type III. Therefore \( \tau_{(\lambda)} = 2 \). Since
\[ \tau_\infty = \int_{\infty}^{i \sqrt{3/2},0} \frac{dx}{2 \sqrt{x^3 - \frac{1}{4} x}} = \frac{2 \sigma^2}{\ell^2}, \]
the equality (3.10) is written as
\[ L(\mathcal{E}_{\lambda}/\mathbb{Q}(i), 1) = \frac{2 \sigma^2}{\ell^2} \cdot 2 \cdot \frac{\prod (\mathcal{E}_{\lambda}/\mathbb{Q}(i))}{\prod (\mathcal{E}_{\lambda}/\mathbb{Q}(i))} \quad (\ell \equiv 5 \mod 16) \]
and \( \prod (\mathcal{E}_{\lambda}/\mathbb{Q}(i)) = |\alpha_\lambda|^2. \) \( \square \)

**Remark 3.11.** (1) If our observation on the growth on \( \alpha_\lambda \) stated in 2.3 (4) would be true, then the norm with respect to \( \mathbb{Q}(i) \) over \( \mathbb{Q} \) of the smallest residue in \( \mathbb{Z}[i] \) (with respect to absolute value) of
\[ \begin{cases} \frac{1}{2} C_{\lambda, \ell} \mod \ell & \text{if } \ell \equiv 13 \mod 16, \\ \frac{1}{2} D_{\lambda, \ell} \mod \lambda & \text{if } \ell \equiv 5 \mod 16 \end{cases} \]
just gives the order of the Tate-Shafarevich group of the elliptic curve $E_x$.

(2) The sign of $a_3$ in (2.2) seems to be equidistributed from Kanou’s mammoth table of examples. It is interesting for us whether this sign reflects some property of the corresponding elliptic curve.

4. **Appendix: Applications of trigonometric Gauss sums**

4.1 **Class numbers of imaginary quadratic fields**

For an odd prime $p$, we denote by $h(-p)$ the class number of the imaginary quadratic field $\mathbb{Q}(\sqrt{-p})$. We prove here the following (known) congruence:

**Theorem 4.1.** For a prime $p \equiv 1 \mod 4$, one has

$$h(-p) \equiv 2^{-1}E_{p-1} \mod p,$$

where $E_n$ is the $n$-th Euler number. Moreover, the minimal residue with respect to absolute value modulo $p$ of the right hand side gives exactly the left hand side.

Historically, this result was a byproduct from our main results Theorem 2.4. In the sequel, we denote for the $p$ above that

$$\Pi = \tan \frac{\pi}{p}.$$

This is an algebraic integer. We need the following well-known fact.

**Lemma 4.2.** Let $p$ be an odd prime. Then

$$\sqrt{p} = \prod_{r=1}^{(p-1)/2} \tan \left( \frac{\pi r}{p} \right) \equiv (\frac{E_{p-1}}{2})! \Pi^{(p-1)/2} \mod \Pi^{(p+1)/2}$$

in the localization of the ring of integers in $\mathbb{Q}(i)$ at the prime $(\Pi)$.

**proof of Theorem 4.1.** For an integer $r$, we consider the power series expansion of $\sec(\pi r)$ with respect to $\tan(\pi r)$:

$$\sec(u) = \frac{1 + \tan^2(\pi r)}{1 - \tan^2(\pi r)} = 1 + 2 \tan^2(\pi r) + 2 \tan^4(\pi r) + \cdots \in \mathbb{Z}[\tan(\pi r)].$$

The addition of $\sec(u)$ is also given as an power series over $\mathbb{Z}$:

$$\sec(u + v) \in \mathbb{Z}[\tan(\pi r), \tan(\pi 2)]$$

for $r \in \mathbb{Z}$. (4.3)

On the other hand, Euler number is defined as

$$\sec(u) = 1 - \frac{E_2}{2!} u^2 + \frac{E_4}{4!} u^4 - \cdots.$$ (4.4)

For the variable $u$ above, the inverse function of $x = \tan(\pi r)$ is expanded as

$$u = 2 \tan^{-1}(\pi r) = 2 \int_0^x \frac{1}{1 + x^2} dx$$

$$= 2 x - \frac{2}{3} x^3 + \frac{2}{5} x^5 - \cdots.$$ (4.5)

Let $g$ be a primitive root of unity modulo $p$. We consider

$$S(u) = \frac{1}{4} \left\{ \sec(u) + \sec(g^2 u) + \cdots + \sec(g^{(p-1)/2} u) \right\} - \sec(g u) - \sec(g^2 u) - \cdots - \sec(g^{(p-1)/2} u).$$ (4.6)

Then

$$S(2\pi/p) = \frac{1}{2} \sum_{r \mod p} \left( \frac{r}{p} \right) \sec \left( \frac{2\pi}{p} r \right) \left( \frac{r}{p} = 3.141592653 \cdots \right).$$

This is called the *secant Gauss sum* which attains the special value at 1 of the Dirichlet $L$-series associated to the character $\left( \frac{r}{p} \right)$ by using the expansion of $\sec(u)$ to infinite sum of fractions. Namely, we have

$$S(2\pi/p) = h(-p)\sqrt{p}.$$ (4.7)

By (4.6), (4.4), and (4.5), we have
$$S(u) = \frac{1}{2} \sum_{j=0}^{1} \left[ 1 - \frac{E_2}{2!} \left( g^2 \left( 2x - \frac{2}{3} x^3 + \frac{2}{5} x^5 - \ldots \right) \right)^2 + \frac{E_4}{4!} \left( g^2 \left( 2x - \frac{2}{3} x^3 + \frac{2}{5} x^5 - \ldots \right) \right)^4 - \ldots \right] - \frac{1}{2} \sum_{j=1}^{\left( \frac{p-1}{2} \right)} \left[ 1 - \frac{E_2}{2!} \left( g^{2j-1} \left( 2x - \frac{2}{3} x^3 + \frac{2}{5} x^5 - \ldots \right) \right)^2 + \frac{E_4}{4!} \left( g^{2j-1} \left( 2x - \frac{2}{3} x^3 + \frac{2}{5} x^5 - \ldots \right) \right)^4 - \ldots \right].$$

Substituting $u = 2\pi / p$, we have

$$S(\frac{2\pi}{p}) = \frac{1}{2} \sum_{j=0}^{\left( \frac{p-3}{2} \right)} \left[ 1 - \frac{E_2}{2!} \left( g^2 \left( 2\Pi - \frac{2}{3} \Pi^3 + \frac{2}{5} \Pi^5 - \ldots \right) \right)^2 + \frac{E_4}{4!} \left( g^2 \left( 2\Pi - \frac{2}{3} \Pi^3 + \frac{2}{5} \Pi^5 - \ldots \right) \right)^4 - \ldots \right] - \frac{1}{2} \sum_{j=1}^{\left( \frac{p-1}{2} \right)} \left[ 1 - \frac{E_2}{2!} \left( g^{2j-1} \left( 2\Pi - \frac{2}{3} \Pi^3 + \frac{2}{5} \Pi^5 - \ldots \right) \right)^2 + \frac{E_4}{4!} \left( g^{2j-1} \left( 2\Pi - \frac{2}{3} \Pi^3 + \frac{2}{5} \Pi^5 - \ldots \right) \right)^4 - \ldots \right].$$

(4.8)

Although it is unclear if this series converges $\Pi$-adically, (4.6) and (4.3) shows that, in fact, it converges $\Pi$-adically. To show the desired congruence, we will calculate (4.8) modulo $\Pi^{1+(p-1)/2}$, so that we may omit the terms of degree higher than $\Pi^{(p-1)/2}$. Since $E_n \in \mathbb{Z}$ the denominators of coefficients of the terms of degree lower than or equal to $\Pi^{(p-1)/2}$ do not contain $p$ in the expression of (4.8). Now, by using

$$1 + g^{2k} + g^{4k} + \ldots + g^{(p-3)k} \equiv \begin{cases} 0 & \text{if } \frac{p-1}{2} \not| k, \\ \frac{p-1}{2} & \text{if } \frac{p-1}{2} \mid k, \end{cases}$$

we see that

$$S(2\pi / p) \equiv \text{the term of } \Pi^{(p-1)/2n} \mod \Pi^{(p+1)/2}$$

$$\equiv \frac{1}{2} \cdot \left( -1 \right)^{(p-1)/4} \cdot \frac{E_{(p-1)/2}}{((p-1)/2)!} \left( g^{(p-1)/2} + g^{2(p-1)/2} + \ldots + g^{(p-1)^2/2} \right)$$

$$- \left( g^{(p-1)/2} + g^{2(p-1)/2} + \ldots + g^{(p-3)(p-1)/2} \right)(2\Pi)^{(p-1)/2} \mod \Pi^{(p+1)/2}.$$
By using the infinite fractional expansion of $\cot(u)$, we can rewrite the left hand side of the congruence above in terms of special value of Dirichlet $L$-series.

**Proposition 4.10.** Let $m > 0$ be an odd integer and $B_{m, (p)}$ be the $m$-th generalized-Bernoulli number associated to $(\frac{p}{L})$. Then

$$\frac{1}{\sqrt{p}} \left[ \frac{1}{2} \sum_{k=1}^{p-1} \binom{k}{p} \cot^{m-1} \left( \frac{\pi k}{p} \right) \right] \equiv \frac{(-1)^{\frac{m-1}{2}} 2^m B_{m+(p-1)/2}}{2m - 1} \mod p.$$

Here, we refer to the reader [Wa], p. 61 for the second equality above. These two results above imply the following well-known congruence.

**Proposition 4.11.** Suppose $p \equiv 3 \mod 4$ and $m > 0$ be an odd number. Then

$$\frac{B_{m, (p^2)}}{m} \equiv \frac{B_{m+(p-1)/2}}{m + (p-1)/2} \mod p.$$

Similar argument shows many congruences evaluating special values of $L$-series of Dirichlet and Hecke. The author hopes for a further discussion on these topics in another occasion.
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