Combinatorial Proof of the Identity for Cover Times on Finite Graphs
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We give a combinatorial proof and an extension of the identity for the probability density of the cover time of a random walk on a finite graph obtained in [10] by considering it as the Möbius inversion formula. In addition, we obtain a similar identity for the cover time of multiple random walks.
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1. Introduction

The cover time of a random walk on a finite graph is the minimal time taken to visit all the vertices of the graph. It has been extensively studied and many works have been devoted to obtaining the estimation of the expectation of the cover time. For instance, Feige showed in [6, 7] that the expected cover times of simple random walks for any connected graphs on $N$ vertices are bounded between the fastest case $O(N \log N)$ and the slowest one $O(N^3)$. These bounds are optimal in the sense that the former is attained by the complete graph and the latter by the lollipop graph (a path graph on $N$ vertices which is connected to a complete graph on $\frac{2N}{3}$ vertices). On the other hand, Matthews showed another type of bound in [9] in terms of the minimal and maximal expected hitting times. It is much easier to compute hitting times than cover times, so this bound is applied to several problems (cf. [4]). Among many works concerning cover times other than the basic results above, there are few results for distributions of cover times comparing with hitting times than cover times, so this bound is applied to several problems (cf. [4]).

A convenient representation of the joint distribution of the cover time has been extensively studied and many works have been devoted to obtaining the estimation of the expectation of the cover times other than the basic results above, there are few results for distributions of cover times comparing with hitting times than cover times, so this bound is applied to several problems (cf. [4]). Among many works concerning cover times other than the basic results above, there are few results for distributions of cover times comparing with hitting times than cover times, so this bound is applied to several problems (cf. [4]).

The condition of the reversibility of the random walk in [10] and in obtaining a similar representation for cover times of another type of bound in [9] in terms of the minimal and maximal expected hitting times. It is much easier to compute hitting times than cover times, so this bound is applied to several problems (cf. [4]). Among many works concerning cover times other than the basic results above, there are few results for distributions of cover times comparing with hitting times than cover times, so this bound is applied to several problems (cf. [4]).

In the previous paper [10], we gave a representation of the joint distribution of the cover time and the last visited point as the alternating sum of those of exit times and exit points, which was obtained by using the spectral theory for a reversible random walk. In the present paper, we give a simple proof of this representation by regarding it as Möbius inversion. In addition, this approach gives us the following: we succeed in dropping the condition of the reversibility of the random walk in [10] and in obtaining a similar representation for cover times of multiple random walks which is discussed in [2, 3].

Let $G = (V(G), E(G))$ be a finite undirected and connected graph with the set of vertices $V(G)$ and the set of edges $E(G)$. We simply write $V = V(G)$ and set the cardinality of $V$ as $|V| = N$. We assume $N \geq 2$ throughout this paper. For each subset $W$ of $V$, the subgraph of $G$ induced by $W$ is the graph with the set of vertices $W$ and the set of edges $\{(x,y) \in E(G); x, y \in W\}$, and $N_G(W) = \{v \in W^c; \{v, w\} \in E(G) \text{ for some } w \in W\}$ is the set of neighbors of $W$ in $G$ where $W^c = V \setminus W$.

We fix a root $r \in V$ and mainly treat a sequence of real numbers $(\sigma_v)_{v \in V}$, a real valued function defined on $V$, which has the property below:

(A) For every $v \in V$ there exists a walk from $r$ to $v$ in $G$, denoted by $v_1 \cdots v_n$ where $v_1 = r$ and $v_n = v$, such that $\sigma_{v_i} \leq \sigma_r$ for all $i = 1, \ldots, n$.

Here a walk in $G$ is a sequence $a_1 \cdots a_n$ of vertices such that $\{a_i, a_{i+1}\} \in E(G)$ for all $i \in \{1, \ldots, n-1\}$.

The following example shows that this property (A) actually holds for cover times.

Example 1. Let $(w_i)_{i=1, \ldots}$ be a discrete time random walk on $G$ starting from $r \in V$; when the random walk is at $v \in V$, the next position is chosen from the neighbors of $v$ according to any given transition probability. The sequence of the first hitting time to $v \in V$, defined as

$$\sigma_v = \inf\{s \geq 0; w_s = v\},$$

has the property (A) (if $\sigma$’s are finite). Then $\max_{v \in V} \sigma_v$ is merely the time taken by the random walk to cover all the vertices of $G$, and for a subset $A \subset V$, $\min_{v \in A} \sigma_v = \inf\{s \geq 0; w_s \in A^c\}$ is the time at which $w_s$ exits from $\Lambda$. The quantity $\max_{v \in V} \sigma_v$ is called the cover time of $G$ and $\min_{v \in A} \sigma_v$ the first exit time from $\Lambda$.
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Let $\mathcal{E}$ be the totality of vertex sets of connected induced subgraphs of $G$, that is, $\mathcal{E} = \{\Lambda \subset V; \text{the subgraph of } G \text{induced by } \Lambda \text{is connected}\}$. Formally, $\mathcal{E}$ includes the emptyset. We set $\mathcal{E}_r = \{\Lambda \in \mathcal{E}; \Lambda \ni x \} \cup \{\emptyset\}$ and regard it as a partially ordered set with inclusion. The following main theorem is obtained from the M"obius inversion formula for $\mathcal{E}_r$.

**Theorem 1.** Let $(\sigma_a)_{a \in V}$ be a sequence of real numbers having the property (A) for a root $r \in V$ and set $\mathcal{D}_r = \{\Lambda \in \mathcal{E}_r; \Lambda \cup N_C(\Lambda) = V \} \setminus \{V\}$. Then,

$$\varphi\left(\max_{a \in V}\sigma_a\right) = \sum_{\Lambda \in \mathcal{D}_r} (-1)^{|\Lambda|+1} \varphi\left(\min_{b \in \Lambda}\sigma_b\right)$$

for any function $\varphi : \mathbb{R} \to \mathbb{R}$.

As a corollary, we obtain an identity for the joint distribution of the cover time and the last visited point through the expression as the Laplace transform of this distribution by taking $\varphi$ as a suitable function. A random walk on a state space $X$ with a transition probability $(p(x,y))_{x,y \in X}$ is said to be irreducible if, for any states $x, y \in X$, there exists a sequence $z_1 \cdots z_n$ with $z_1 = x$ and $z_n = y$ such that $p(z_i, z_i + 1) > 0$ for $i = 1, \ldots, n - 1$. In order to obtain $\mathcal{D}_r$ from an irreducible transition probability $(p(x,y))_{x,y \in X}$, we construct a graph $G$ as $V(G) = X$ and $E(G) = \{(x,y); p(x,y) > 0 \text{ or } p(y,x) > 0\}$. Here we remark that such a graph is connected since the transition probability is irreducible, that is, for any vertices $x, y \in X$, there exists a walk $v_1 \cdots v_n$ with $v_1 = x$ and $v_n = y$ such that $p(v_i, v_{i+1}) > 0$ for $i = 1, \ldots, n - 1$.

**Theorem 2.** Let $(w_i)_{i=0,1,\ldots}$ be an irreducible random walk on a finite state space $X$ starting from $r$. We denote the cover time of $X$ by $C_X$ defined as $C_X = \max_{a \in X} \sigma_a$ and the first exit time from a subset $\Lambda \subset X$ by $T_\Lambda$ defined as $T_\Lambda = \min_{a \in \Lambda} \sigma_a$, where $\sigma_a$ is the first hitting time to $v \in X$. Then,

$$P_r(C_X = t, w_{C_X} = y) = \sum_{\Lambda \in \mathcal{D}_r} (-1)^{|\Lambda|+1} P_r(T_\Lambda = t, w_{T_\Lambda} = y)$$

for each $y \in X$, where $P_r$ is the law of the random walk starting from $r$.

We remark that Theorem 2 generalizes the main theorem in [10] in the sense that the reversibility of random walks required in [10] is dropped in Theorem 2. In addition it holds for continuous time random walks under the obvious modification although it is stated only for discrete time ones here.

In order to show that the expression in Theorem 1 is useful in calculating cover times, we give the following examples of $\mathcal{D}_r$ for some graphs.

**Example 2.**

(i) If $G$ is a path with end-vertices $v_1$ and $v_2$, then it holds that

$$\mathcal{D}_r = \begin{cases} \{v_1\}, & r = v_1, \\ \{v_2\}, & r = v_2, \\ \{v_1, v_2, [v_1, v_2]\}, & \text{otherwise}, \end{cases}$$

In general, if $G$ is a tree, then

$$\mathcal{D}_r = \begin{cases} \{W; W \subset L, W \neq \emptyset\}, & r \notin L, \\ \{W; W \subset L, W \neq r, W \neq \emptyset\}, & r \in L, \end{cases}$$

where $L = \{v \in V; |N_C([v])| = 1\}$ is the set of leaves of $G$.

(ii) If $G$ is a cycle, then

$$\mathcal{D}_r = \{v; v \in V, v \neq r\} \cup \{v, w\}; \{v, w\} \in E(G), v \neq r, w \neq r\}.$$ 

(iii) If $r$ is adjacent to any other vertices in $G$, then $\mathcal{D}_r = \{\Lambda \subset V; \Lambda \ni r\}$.

By using Example 2, let us show the expectation of the cover time of a random walk on a cycle. We denote the set of vertices by $X = V = \{0, \ldots, N - 1\}$ and the set of edges by $E(G) = \{i, i + 1; i = 0, \ldots, N - 2\} \cup \{N - 1, 0\}$. Fix $0 < p < 1$ and we define the transition probability $(p(x,y))_{x,y \in X}$ of the random walk by

$$p(x,y) = \begin{cases} p, & y = x + 1 \mod N, \\ 1 - p, & y = x - 1 \mod N, \\ 0, & \text{otherwise}. \end{cases}$$

From Theorem 2 and (ii) in Example 2, we have

$$E_0[C_X] = \sum_{n=1}^{N-1} E_0[T_{\{n\}}] - \sum_{n=1}^{N-2} E_0[T_{\{n,n+1\}}]$$.
where $E_0$ is the expectation with respect to $P_0$. We mention that $E_0[T_{|u|}]$ and $E_0[T_{|u,n+1|}]$ are easily obtained since they satisfy some recurrence equation from the strong Markov property (cf. [8]). If $p = \frac{1}{2}$, then we have

$$E_0[C_X] = \sum_{n=1}^{N-1} p(N-n) - \sum_{n=1}^{N-2} n(N-1-n) = \frac{N(N-1)}{2}.$$ 

If $p \neq \frac{1}{2}$, then we have

$$E_0[C_X] = \sum_{n=1}^{N-1} \frac{1}{p-q} \left(n - \frac{(p^n q^{-n} - 1)}{p^n q^{-N-1} - 1}\right) - \sum_{n=1}^{N-2} \frac{1}{p-q} \left(n - \frac{(N-1)(p^n q^{-n} - 1)}{p^n q^{-N-1} - 1}\right)$$

$$= \frac{1}{(p^n - q^n)(p^{N-1} - q^{N-1})} \left(\frac{N(pq)^{N-1} - p^n q^{-N}}{(p-q)}\right)^2 + \frac{N(p^n q^{-N} + q^{-N})}{(p-q)(p^2 + q^2)}$$

(1.1)

where $q = 1 - p$. From (1.1), we can verify that $E_0[C_X] \to \frac{N(N-1)}{2}$ as $p \to \frac{1}{2}$ and $E_0[C_X] \sim \frac{N}{|p-q|}$ as $N \to \infty$, where $f(N) \sim g(N)$ means that $\lim_{N \to \infty} \frac{f(N)}{g(N)} = 1$.

2. **Equivalence conditions for the property (A)**

Without loss of generality, we may assume $\sigma_r = 0$. In this section, we provide two kinds of conditions equivalent to the property (A). Before stating these, we give the following notations:

- For a tree $T$ with a fixed root $r$, we define a partial order $\leq_T$ by $v \leq_T v'$ on $T$ if $v \in V(xPv')$, where $xPv'$ is the unique path between $x$ and $v'$ in $T$.

- Let $\ell : E(G) \to [0, \infty)$ be a non-negative weight on $E(G)$. We define a pseudo distance with this weight $\ell$ in $G$ by

$$d_\ell(v, v') = \min_{vPv' \subseteq G} \sum_{e \in vPv'} \ell(e)$$

(2.1)

for each $v, v' \in V$.

A subgraph $G'$ of $G$ is said to be a spanning subgraph if $V(G') = V(G)$. In particular, if a spanning subgraph is a tree, then it is called a spanning tree. We claim the proposition below.

**Proposition 1.** The following assertions are equivalent for a sequence $(\sigma_a)_{a \in V}$ of real numbers on a connected graph $G$ with a fixed root $r$:

(i) The sequence $(\sigma_a)_{a \in V}$ satisfies the property (A) for the root $r$;

(ii) There exists a spanning tree $T$ of $G$ with the root $r$ such that $\sigma_v \leq \sigma_{v'}$ if $v \leq_T v'$;

(iii) There exists a non-negative weight $\ell$ on $E(G)$ such that $\sigma_a = d_\ell(r, a)$, where $d_\ell(r, \cdot)$ is a pseudo distance from $r$ defined by $\ell$.

**Proof.** Firstly, under the assumption that $(\sigma_a)_{a \in V}$ satisfies the property (A), we will construct a spanning tree $T$ satisfying the condition in (ii) in a similar way to the depth-first search. Starting from the root $r$, we trace the edges of $G$ to a vertex of the neighbors of the current vertex, which has not yet been visited and whose value is not less than that of the current vertex. Whenever such a neighbor of the current vertex exists, we repeat this procedure. If there is no such vertex, we go back along the edge by which the current vertex was first reached; we repeat this tracing back until such a neighbor of the current vertex appears. Once such a neighbor appears, we pursue the previous procedure. We repeat these procedures. If there exist no such neighbors and the current vertex is $r$, then the traversal is terminated. Clearly the graph formed by all the traversed edges is a tree $T$ of $G$. In addition, we can easily check that $\sigma_v \leq \sigma_{v'}$ if $v \leq_T v'$ for the partial order defined by this tree $T$ and the root $r$. Since the property (A) guarantees such a $T$ is the spanning subgraph of $G$, it is proved that the condition (i) implies (ii).

Secondly, we assume that a spanning tree $T$ of $G$ with the root $r$ satisfies the condition (ii). Let us assign a non-negative weight as

$$\ell(v, v') = \begin{cases} 
\sigma_{v'} - \sigma_v, & \text{if } \{v, v'\} \in E(T) \text{ and } v \leq_T v', \\
\max \{\sigma_v + 1, \} & \text{otherwise},
\end{cases}$$

for all $\{v, v'\} \in E(G)$. Then, it is clear that $\sigma_a = d_\ell(r, a)$ holds for all $a \in V$.

Finally, let us assume that $(\sigma_a)_{a \in V}$ is expressed as $\sigma_a = d_\ell(r, a)$ for some non-negative weight $\ell$. Then there exists a path $rPv$ between $r$ and $v$ in $G$ such that $\sigma_v = \sum_{e \in rPv} \ell(e)$. For each $v' \in V(rPv)$, let $rPv'$ be a path between $r$ and $v'$ in $rPv$. Then,

$$\sigma_v = \sum_{e \in rPv} \ell(e) \geq \sum_{e \in rPv} \ell(e) \geq \min_{Pv' \subseteq G} \sum_{e \in rPv'} \ell(e) = \sigma_{v'}.$$ 

We have thus proved the proposition. \qed
3. Möbius inversion

Let us recall the Möbius inversion formula (cf. [11]). Let \( \mathcal{P} \) be a finite partially ordered set with a partial order \( \preceq \) and \( f \) a function on \( \mathcal{P} \). If a function \( g \) is given by

\[
g(x) = \sum_{y \leq x} f(y)
\]

for each \( x \in \mathcal{P} \), then \( f \) can be expressed as

\[
f(y) = \sum_{x \preceq y} g(x)\mu_{\mathcal{P}}(x, y)
\]

for all \( y \in \mathcal{P} \), where \( \mu_{\mathcal{P}} \) is called the Möbius function of \( \mathcal{P} \) and \( \mu_{\mathcal{P}} \) is given recursively by

\[
\mu_{\mathcal{P}}(x, y) = \begin{cases} 1, & x = y, \\ - \sum_{x < z \leq y} \mu_{\mathcal{P}}(x, z), & x \prec y, \\ 0, & \text{otherwise}, \end{cases}
\]

\[(3.1)\]

for \( x, y \in \mathcal{P} \). For example, let \( \mathcal{P} \) be the power set of \( V \) with inclusion as a partial order. Then we have

\[
\mu_{\mathcal{P}}(A, B) = \begin{cases} (-1)^{|B| - |A|} & A \subseteq B, \\ 0, & \text{otherwise}, \end{cases}
\]

\[(3.2)\]

which is nothing but the principle of inclusion-exclusion. We remark that for any \( x, y \in \mathcal{P} \) the restriction to the interval \([x, y] = \{z \in \mathcal{P} : x \leq z \leq y\}\) of the Möbius function of \( \mathcal{P} \) equals the Möbius function of \([x, y]\), that is, \( \mu_{\mathcal{P}}[x, y] = \mu_{[x, y]} \).

First, we define a function \( f \) which may be applied to the proof of Theorem 1.

**Proposition 2.** Let \( (\sigma_{a})_{a \in \Gamma} \) be a sequence of real numbers and \( \mathcal{P} \) be a family of subsets of \( V \) with inclusion as a partial order which satisfies the following two conditions:

(i) \( \emptyset \in \mathcal{P} \);

(ii) \( \{v' \in V; \sigma_{v'} \leq \sigma_{v}\} \in \mathcal{P} \) for all \( v \in V \).

For a function \( \varphi : \mathbb{R} \to \mathbb{R} \), we define the function \( f \) on \( \mathcal{P} \) as

\[
f(A) = \begin{cases} \varphi \left( \min_{b \in A} \sigma_{b} \right), & A = \emptyset, \\ \varphi \left( \min_{b \in A} \sigma_{b} \right) - \varphi \left( \max_{a \in A} \sigma_{a} \right) \chi(A), & A \neq \emptyset, A \neq V, \\ 0, & A = V, \end{cases}
\]

where

\[
\chi(A) = \begin{cases} 1, & \min_{b \in A} \sigma_{b} > \max_{a \in A} \sigma_{a}, \\ 0, & \text{otherwise}, \end{cases}
\]

and \( g(\Lambda) = \sum_{A \subseteq \Lambda} f(A) \) for \( \Lambda \in \mathcal{P} \). Then we have

\[
g(\Lambda) = \begin{cases} \varphi \left( \min_{b \in \Lambda} \sigma_{b} \right), & \Lambda \neq V, \\ \varphi \left( \max_{a \in \Lambda} \sigma_{a} \right), & \Lambda = V, \end{cases}
\]

for all \( \Lambda \in \mathcal{P} \).

**Proof.** For our convenience, let us set \( V = \{1, \ldots, n\} \) such that \( \sigma_{1} \leq \cdots \leq \sigma_{n} \). The claim is trivially valid for \( \sigma_{1} = \sigma_{n} \), so we may assume that \( \sigma_{1} < \sigma_{n} \). We put

\[
\mathcal{P} = \{[i]; 1 \leq i < n, \sigma_{i} < \sigma_{i+1}\},
\]

where \([i] = \{1, \ldots, i\}\). Note that \( \mathcal{P} \subset \mathcal{P} \) by the assumption of (ii) and \( \chi(\Lambda) = 0 \) if \( \Lambda \notin \mathcal{P} \). Moreover, we see that

\[
f([i]) = \varphi \left( \min_{b \in [i]} \sigma_{b} \right) - \varphi \left( \max_{a \in [i]} \sigma_{a} \right) \chi([i])
\]

\[
= \varphi(\sigma_{i+1}) - \varphi(\sigma_{i})
\]

for \([i] \in \mathcal{P} \). Therefore
\[ g(\Lambda) = \sum_{A \subseteq \Lambda} f(A) = \varphi(\sigma_1) + \sum_{i] \subseteq \Lambda, [i] \notin \mathcal{P}} (\varphi(\sigma_{i+1}) - \varphi(\sigma_i)) \]

for \( \Lambda \in \mathcal{P} \), where the summation of the last term is understood to be 0 when \([i] \notin \Lambda\) for all \([i] \in \mathcal{P}\). Note that \([i] \notin \Lambda\) for all \([i] \in \mathcal{P}\) if and only if \([i] \in \mathcal{P}\) if and only if \([i] \in \mathcal{P}\) if and only if \([i] \in \mathcal{P}\) if and only if \([i] \in \mathcal{P}\). Hence, for \( \Lambda \in \mathcal{P} \) with \( \Lambda \nsubseteq \{i \in V; \sigma_i = \sigma_1\} \), we have

\[ g(\Lambda) = \varphi(\sigma_1) = \varphi\left(\min_{b \notin \Lambda} \sigma_b\right). \]

For \( \Lambda \in \mathcal{P} \) with \( \Lambda \supseteq \{i \in V; \sigma_i = \sigma_1\} \), put \( i_0 = \max \{i \in V; [i] \subseteq \Lambda, [i] \notin \mathcal{P}\} \). Then, \([i] \subseteq \Lambda\) for all \([i] \in \mathcal{P}\) such that \( i \leq i_0 \). Thus

\[ g(\Lambda) = \varphi(\sigma_1) + \sum_{i] \subseteq \Lambda, [i] \notin \mathcal{P}} (\varphi(\sigma_{i+1}) - \varphi(\sigma_i)) = \varphi(\sigma_{i_0+1}). \]

Here the last equality follows from the assumption of (ii). Clearly if \( \Lambda = V \), then \( \sigma_{i_0+1} = \max_{v \in V} \sigma_v \) and hence

\[ g(\Lambda) = \varphi(\sigma_{i_0+1}) = \varphi\left(\max_{v \in V} \sigma_v\right). \]

If \( \Lambda \neq V \) and \( \Lambda \supseteq \{i \in V; \sigma_i = \sigma_1\} \), then we see that

\[ \min_{b \notin \Lambda} \sigma_b = \min_{b \notin [i_0]} \sigma_b = \sigma_{i_0+1} \]

and then we have

\[ g(\Lambda) = \varphi(\sigma_{i_0+1}) = \varphi\left(\min_{b \notin \Lambda} \sigma_b\right). \]

\[ \square \]

If \((\sigma_v)_{v \in V}\) satisfies the property (A) for a root \( r \in V \), the subgraphs induced by \([v] \in V; \sigma_v \leq \sigma_r\) are connected for all \( v \in V \), that is, \([v] \in V; \sigma_v \leq \sigma_r\) \( \in \mathcal{C}_r \). Next let us express the Möbius function for \( \mathcal{C}_r \). Recall that \( \mathcal{C}_r \) is a partially ordered set with inclusion.

**Proposition 3.** Let \( \mu_{\mathcal{C}_r} \) be the Möbius function for \( \mathcal{C}_r \) and \( A, B \in \mathcal{C}_r \). If \( A \neq \emptyset \),

\[ \mu_{\mathcal{C}_r}(A, B) = \begin{cases} \left(-1\right)^{|B|-|A|}, & A \subseteq B \subseteq A \cup N_G(A), \\ 0, & \text{otherwise}. \end{cases} \]

If \( A = \emptyset \),

\[ \mu_{\mathcal{C}_r}(A, B) = \begin{cases} 1, & B = \emptyset, \\ -1, & B = \{r\}, \\ 0, & \text{otherwise}. \end{cases} \]

**Proof.** The statement is trivial for \( A \nsubseteq B \) from (3.1); we give a proof for \( A \subseteq B \) using (3.1).

Case 1. Let us assume \( A = \emptyset \). The claim is obvious when \( B = \emptyset \) or \( B = \{r\} \). For the other case, we have

\[ \mu_{\mathcal{C}_r}(\emptyset, B) = -\sum_{A \subseteq B \subseteq A \cup B} \mu_{\mathcal{C}_r}(A, B) = -\left(\mu_{\mathcal{C}_r}(\{r\}, B) + \sum_{[v] \subseteq A \subseteq B} \mu_{\mathcal{C}_r}(A, B)\right) = 0. \]

Here the first equality and the last equality follow from the second line of (3.1).

Case 2. Let us assume \( A \neq \emptyset \) and \( A \subseteq B \subseteq A \cup N_G(A) \). In this case, the interval \([A, B] = \{\Lambda \in \mathcal{C}_r; A \subseteq \Lambda \subseteq B\} \) is equal to \([\Lambda \subseteq V; A \subseteq \Lambda \subseteq B] \). This partially ordered subset of \( \mathcal{C}_r \) is isomorphic to the power set of \( B \setminus A \) with inclusion as a partial order, say \( \mathcal{P} = \{S; S \subseteq B \setminus A\} \). The bijection \( \varphi: [A, B] \rightarrow \mathcal{P} \) given by \( \varphi(\Lambda) = A \setminus \Lambda \) is the isomorphism since \( \Lambda \subseteq A \setminus \Lambda \) if and only if \( \varphi(\Lambda) \subseteq \varphi(\Lambda') \). Thus we have

\[ \mu_{\mathcal{C}_r}(A, B) = \mu_{[A, B]}(A, B) = \mu_{\mathcal{P}}(\emptyset, B \setminus A) = (-1)^{|B|-|A|} = (-1)^{|B|-|A|}. \]

Case 3. Let us assume \( A \neq \emptyset \) and \( A \subseteq B \nsubseteq A \cup N_G(A) \). Fix any \( A \neq \emptyset \) and we will prove that \( \mu_{\mathcal{C}_r}(A, B) = 0 \) for all \( B \) such that \( A \subseteq B \nsubseteq A \cup N_G(A) \) by induction on the cardinality of \([B \setminus A]\). We set

\[ \mathcal{B} = \{B \in \mathcal{C}_r; A \subseteq B \nsubseteq A \cup N_G(A)\} \]

\[ = \{B \in \mathcal{C}_r; A \subseteq B, \exists v \in B \text{ such that } v \notin A \cup N_G(A)\}. \]

We remark that \(|B \setminus A| \geq 2\) for all \( B \in \mathcal{B} \), which is easily verified from (3.3). For each \( B \in \mathcal{B} \), we divide the summation as follows:
\[
\mu_{\mathcal{E}}(A, B) = -\sum_{A \subset \tilde{B}} \mu_{\mathcal{E}}(A, A)
= \left(\sum_{A \subset \tilde{B}, A \subset \tilde{B}} \mu_{\mathcal{E}}(A, A) + \sum_{A \subset \tilde{B}, A \not\subset \tilde{B}} \mu_{\mathcal{E}}(A, A)\right) \mu_{\mathcal{E}}(A, A),
\]

where
\[
\tilde{B} = B \cap (A \cup N_G(A)) = A \cup (B \cap N_G(A)).
\]

We see that \(A \subset \tilde{B} \subseteq B\) and \(\tilde{B} \notin \mathcal{E}_r\) from the definition of \(\tilde{B}\) and (3.3). So the first summation of (3.4) is 0 as in Case 1:
\[
\mu_{\mathcal{E}}(A, A) = \sum_{A \subset \tilde{B}} \mu_{\mathcal{E}}(A, A) = \mu_{\mathcal{E}}(A, A) + \sum_{A \subset \tilde{B}, A \not\subset \tilde{B}} \mu_{\mathcal{E}}(A, A) = 0.
\]

On the other hand, the second summation of (3.4) is obviously 0 for the base case \(|B \setminus A| = 2\) because there is no \(\Lambda \in \mathcal{E}_r\) such that \(A \subset \Lambda \subseteq B\) and \(\Lambda \not\subset \tilde{B}\). For the case \(|B \setminus A| \geq 3\), using the induction hypothesis shows that
\[
\mu_{\mathcal{E}}(A, A) = 0 \text{ for all } A \in \mathcal{E}_r \text{ such that } A \subset \Lambda \subset B \text{ and } \Lambda \not\subset \tilde{B}.
\]

In order to use the induction hypothesis, we check \(A \in \tilde{B}\) and \(|A \setminus A| < |B \setminus A|\). From \(\Lambda \not\subset \tilde{B}\), there exists a \(v \in A\) such that \(v \notin \tilde{B} = A \cup (B \cap N_G(A))\). Moreover, such a \(v\) satisfies
\[
v \notin A \cup (B \cap N_G(A)) \cup (B' \cap N_G(A)) = A \cup N_G(A)
\]
because \(v \in A \subset B\). Hence \(\Lambda \in \tilde{B}\). It is clear that \(|A \setminus A| < |B \setminus A|\) from \(A \subset \Lambda \subseteq B\). Thus, we can apply the induction hypothesis to all \(\Lambda\) such that \(A \subset \Lambda \subseteq B\) and \(\Lambda \not\subset \tilde{B}\), and obtain (3.5).

**Proof of Theorem 1.** From the Möbius inversion formula on \(\mathcal{P} = \mathcal{E}_r\), the function \(f\) given in Proposition 2 is expressed as \(f(A) = \sum_{A \supseteq A} g(\Lambda) \mu_{\mathcal{E}}(\Lambda, A)\) for all \(A \in \mathcal{E}_r\). Especially, putting \(A = V\), we have
\[
0 = f(V) = \sum_{A \supseteq V} g(\Lambda) \mu_{\mathcal{E}}(\Lambda, V)
= \varphi\left(\max_{\sigma \in V} \sigma_a\right) + \sum_{\Lambda \supseteq V} \varphi\left(\min_{b \in \Lambda} \sigma_b\right) \mu_{\mathcal{E}}(\Lambda, V),
\]
and
\[
\mu_{\mathcal{E}}(\Lambda, V) = \begin{cases} (-1)^{|A|}, & \text{if } \Lambda \cup N_G(A) = V, \\ 0, & \text{otherwise}, \end{cases}
\]
from Proposition 3. Thus we have completed the proof of Theorem 1. \(\square\)

## 4. Application to cover times for single and multiple random walks

### 4.1 Single random walk

We prove Theorem 2 in this subsection.

**Proof of Theorem 2.** We consider an irreducible random walk \((w_t)_{t=0,1,...}\) starting from \(r \in X\). As is seen in Example 1, we put \(\sigma_a\) as the first hitting time to \(a \in X\). Since the state space is finite and the random walk is irreducible, \(\sigma_a\) is finite almost surely for all \(a \in X\). So it is enough to consider the case where \(\sigma_a\)’s are finite. Recall that \(\max_{a \in \mathcal{X}} \sigma_a = C_X\) is the cover time and \(\min_{b \in \Lambda} \sigma_b = T_\Lambda\) is the first exit time from \(\Lambda \subset X\). Setting \(|X| = N\), the identity
\[
\varphi(C_X) = \sum_{\Lambda \subset \mathcal{D}_a} (-1)^{|A|+1} \varphi(T_\Lambda)
\]
holds for any function \(\varphi : \mathbb{R} \rightarrow \mathbb{R}\) from Theorem 1. Then, for any fixed \(\lambda > 0\) and \(b \in \mathbb{R}\), we take the function \(\varphi\) as
\[
\varphi(z) = \varphi_b(z) = e^{-\lambda z} \delta_b(z)
\]
for \(z \in \mathbb{R}\), where \(\delta\) is Kronecker’s delta, that is, \(\delta_b(1) = 1\) and \(\delta_b(0) = 0\) if \(z \neq b\). Therefore the identity
\[
e^{-\lambda C_X} \delta_{\mathcal{E}}(C_X) = \sum_{\Lambda \subset \mathcal{D}_a} (-1)^{|A|+1} e^{-\lambda T_\Lambda} \delta_{\mathcal{E}}(T_\Lambda)
\]
holds by taking \(b = \sigma_y\) for \(y \in X\). We can replace \(\sum_{\Lambda \supseteq \mathcal{D}_a}\) with \(\sum_{\Lambda \supseteq \mathcal{D}_a} \), since \(\delta_{\mathcal{E}}(T_\Lambda) = 0\) if \(\Lambda \ni y\). Thus we get the identity in the form of the Laplace transform of the joint distribution of the cover time and the last visited point by taking the expectation of both sides. Noting that \(\delta_{\mathcal{E}}(C_X) = 1\) if and only if \(w_{C_X} = y\) and that \(\delta_{\mathcal{E}}(T_\Lambda) = 1\) if and only if \(w_{T_\Lambda} = y\), we have
where $E_r$ is the expectation with respect to $P_r$. This completes the proof.

\[ E_r[e^{-j\Delta t}; w_{c_r} = y] = \sum_{A \in \mathcal{D}_r \setminus \mathcal{D}} (-1)^{N-|A|+1} E_r[e^{-jT_A}; w_{T_A} = y], \]

4.2 Multiple random walks

We consider $k$-multiple random walks $(w^{(1)}_t, \ldots, w^{(k)}_t)$ on a finite state space $X$ with $|X| = N$ starting from $(r_1, \ldots, r_k)$, where each $(w^{(i)}_t)_{t=0,1,\ldots}$ is a random walk on $X$. We do not assume that they are independent; we only assume that each random walk is irreducible. Let us construct a connected graph $G$ as $V(G) = X$ and $E(G) = \bigcup_{i=1}^k E(G^{(i)})$, where $G^{(i)}$ is a graph constructed by $w^{(i)}_t$ as in Section 4.1. Let $\sigma^{(i)}_t$ be the first hitting time to $a \in V$ of $w^{(i)}_t$, $R = \{r_1, \ldots, r_k\}$ and $\sigma^{(i)}_a = \min_{t=1, \ldots, k} \sigma^{(i)}_t$ if $\sigma^{(i)}_a = \inf\{t \geq 0; \exists i \in \{1, \ldots, k\} \text{ s.t. } w^{(i)}_t = a\}$. Hence the cover time of multiple random walks $(w^{(1)}_t, \ldots, w^{(k)}_t)$ can be defined by $C^R = \max_{v \in V} \sigma^{(i)}_v$. Let us set

\[ C_r = \left\{ \bigcup_{i=1}^k \Lambda^{(i)}; \Lambda^{(i)} \in C_r, \Lambda^{(i)} \neq \emptyset \right\} \cup \{\emptyset\}, \]

where $C_r$ is given by $G^{(i)}$, that is, $C_r = \{A \subset V; \text{the subgraph of } G^{(i)} \text{ induced by } A \text{ is connected}, \Lambda \ni r_i \} \cup \{\emptyset\}$. If the subgraph induced by $R$ is connected, we see that $(\sigma^{(i)}_a)_{a \in V}$ has the property (A) for any $r = r_i$. Then Theorem 1 can be applied for $(\sigma^{(i)}_a)_{a \in V}$. On the other hand, if the subgraph induced by $R$ is disconnected, $(\sigma^{(i)}_a)_{a \in V}$ may not have the property (A) for some $r = r_i$. However, for each $v \in V$, the subset $\{v' \in V; \sigma^{(i)}_{v'} \leq \sigma^{(i)}_v\}$ must be given as the union of $\Lambda^{(i)} \in C_r$ for some $i$. Thus we have that Proposition 2 holds for $(\sigma^{(i)}_v)_{v \in V}$ and $\mathcal{P} = C_r$. We also obtain the Möbius function $\mu_{C_r}$ for $C_r$ in the same way as in the proof of Proposition 3: If $A \neq \emptyset$,

\[ \mu_{C_r}(A, B) = \begin{cases} (-1)^{|B|-|A|}, & A \subset B \subset A \cup N_G(A), \\ 0, & \text{otherwise,} \end{cases} \]

for all $B \in C_r$; if $A = \emptyset$,

\[ \mu_{C_r}(A, B) = \begin{cases} 1, & B = \emptyset, \\ -1, & B = R, \\ 0, & \text{otherwise,} \end{cases} \]

for all $B \in C_r$. Consequently, we obtain the following theorem for $(\sigma^{(i)}_a)_{a \in V}$.

**Theorem 3.** Set $\mathcal{D}_r = \{A \in C_r; A \cup N_G(A) = V \} \setminus \{\emptyset, V\}$. Then, we have

\[ \varphi(C^R_X) = \varphi(\max_{a \in V} \sigma^{(i)}_a) = \sum_{A \in \mathcal{D}_r} (-1)^{N-|A|+1} \varphi(\min_{b \in A} \sigma^{(i)}_b) \]

\[ = \sum_{A \in \mathcal{D}_r} (-1)^{N-|A|+1} \varphi(\min_{i=1, \ldots, k} T^{(i)}_A) \tag{4.2} \]

for any function $\varphi: \mathbb{R} \to \mathbb{R}$, where $T^{(i)}_A = \min_{b \in A} \sigma^{(i)}_b$ is the first exit time of $w^{(i)}_t$ from $A$. In addition, we have

\[ P_R(C^R_X = t) = \sum_{A \in \mathcal{D}_r} (-1)^{N-|A|+1} P_R(\min_{i=1, \ldots, k} T^{(i)}_A = t), \]

where $P_R$ is the law of the random walks.

We remark that the expression (4.2) in Theorem 3 generalizes Theorem 1. The following are examples demonstrating theorems stated above.

**Example 3.** We consider two random walks starting from $(r_1, r_2)$ such that the graph constructed by the random walks is a path graph $G$ of length $N - 1$. We denote the set of vertices by $V(G) = \{1, \ldots, N\}$, the set of edges by $E(G) = \{(i, i+1); i = 1, \ldots, N-1\}$, and let $\{i, j\} = \{i, i+1, \ldots, j\}$.

(i) If $r_1 = n$ and $r_2 = n + 1$ for some $n \in \{1, \ldots, N-1\}$, we see that $C_{\{n,n+1\}} = \{[i, j]; 1 \leq i \leq n, n + 1 \leq j \leq N\}$ and

\[ \mathcal{D}_{\{n,n+1\}} = \begin{cases} \{[1, N-1]\}, & n = 1, \\ \{[2, N]\}, & n = N - 1, \\ \{[1, N-1], [2, N], [2, N-1]\}, & \text{otherwise.} \end{cases} \]

Thus, if $2 \leq n \leq N - 1$, we have

\[ \varphi(C_{\{n,n+1\}}) = \varphi(\min_{i=1,2} T^{(i)}_{[1,N-1]}) + \varphi(\min_{i=1,2} T^{(i)}_{[2,N]}) - \varphi(\min_{i=1,2} T^{(i)}_{[2,N-1]}). \]
(ii) If \( r_1 = 1 \) and \( r_2 = N \), we see that \( \mathcal{C}_{i,j,N} = \{[1, i] \cup [j, N]; 1 \leq i, j \leq N \} \) and
\[
\mathcal{D}_{i,j,N} = \{[n]; 2 \leq n \leq N - 1 \} \cup \{[n, n+1]; 2 \leq n \leq N - 2 \}.
\]
Thus we have
\[
\varphi\left(C_{X}^{(1,N)}\right) = \sum_{n=2}^{N-1} \varphi\left(\min_{i=1,2} T_{[n]}^{(i)}\right) - \sum_{n=2}^{N-2} \varphi\left(\min_{i=1,2} T_{[n,n+1]}^{(i)}\right)
\]
\[
= \sum_{n=2}^{N-1} \varphi(\min(\sigma_{n}^{(1)}, \sigma_{n}^{(N)})) - \sum_{n=2}^{N-2} \varphi(\min(\sigma_{n}^{(1)}, \sigma_{n+1}^{(N)})).
\]
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