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Abstract—Ground-penetrating radar (GPR) is capable to de-
tect plastic antipersonnel landmines as well as other subsurface
targets. In order to reduce false alarms, an option of automatic
landmine discrimination from neutral minelike targets would be
very useful. This paper presents a possibility for such discrim-
ination and analyzes it experimentally. The authors investigate
time–frequency features of an ultrawideband (UWB) target re-
sponse for the discrimination between buried landmines and other
objects. The discrimination method includes the extraction of an
early-time target impulse response, its time–frequency transfor-
mation, and the extraction of time–frequency features based on a
singular value decomposition of the transformed image. In order
to take into account the changes in the UWB target signals, the
experimental conditions are completely controlled to focus on the
behavior of the target’s response with respect to its depth and
the horizontal position of the GPR above it. The dependence
of the features on the GPR bandwidth is analyzed as well. The
Mahalanobis distance is used as a criterion for optimal discrimi-
nation. The obtained results define the best features and conditions
when the landmine discrimination is successful. For comparison,
the discriminant power of the proposed features has been tested
on a dataset, acquired during a field campaign in Angola.

Index Terms—Ground-penetrating radar (GPR), landmine
discrimination, Mahalanobis distance, singular value decompo-
sition (SVD), time–frequency features, ultrawideband (UWB),
Wigner distribution (WD).

I. INTRODUCTION

D EMINING of abandoned minefields is a serious prob-
lem for many countries. Its solution requires advanced

technologies such as ultrawideband ground-penetrating radar
(UWB GPR) that can detect a shallowly buried low-metal
landmine [1]–[6]. The combination of an antenna array with
synthetic aperture radar (SAR) technologies makes the detec-
tion possible even for inhomogeneous soil with a rough ground
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surface [1]–[3]. However, the main problem in landmine clear-
ance is the false alarm rate reduction, i.e., how to discriminate,
after detection, between a landmine and other objects, since
any object with a sufficient dielectric contrast with soil can be
imaged (detected).

Metallic debris can be discriminated by the fusion of GPR
and metal detector data [7]–[9]. However, metal detectors have
a difficulty with low-metal landmines. Another possibility for
landmine discrimination deals with spatial signatures of de-
tected targets which has been evaluated in [10] and [11].

In this paper, we focus on target discrimination using GPR
data only. From the literature, it has been shown that a unique
information can be extracted from a 1-D GPR target response
(A-scan) [12], [13]. The target impulse response needs to be
acquired above the center of a target and cleared from clutter.
We define clutter as the reflection from the ground surface along
with other unwanted reflections. Clutter can be removed using
various modifications of the classic average subtraction for a
flat ground surface or with an iterative parametric technique for
a rough surface [13]–[15]. In GPR landmine detection, we deal
mainly with the early-time target response, since the late-time
terms are always distorted by multiple reflections between the
target and the ground surface and by clutter residues. The early-
time response may include reflections from the top and bottom
of the target [12].

A possibility for straightforward landmine discrimination,
based on inversion, has been investigated in [13]. The diameter,
height, and dielectric constant of a target are estimated from a
few-spike model of the target impulse response. To obtain such
a model, the GPR impulse response must be deconvolved out
of the data. For that, a model-based subset selection algorithm
of deconvolution has been developed. This approach has been
demonstrated for very dry soil that does not much influence the
impulse responses of the target and the GPR itself. However, in
the vicinity of the soil, the antenna impedance changes, making
the GPR impulse response different from what is measured
in an anechoic chamber. Besides, a moistened soil signifi-
cantly attenuates high frequencies and thus changes the target’s
impulse response. Other deconvolution algorithms have been
developed for GPR landmine discrimination as well [16], [17].
They are model independent and based on a regularization with
automatic parameter estimation. Here, the physical difficulty to
estimate accurately the soil influence on both GPR and target
remains.

The proposed approach for target discrimination deals with
the time–frequency analysis of the target’s impulse response
[17]–[27]. Such time–frequency signature can be treated as an
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Fig. 1. Target impulse response and WD at different depths.

image which is easier to “recognize” than the corresponding
1-D time or frequency representation. The dielectric properties
and the size of a target define the shape and intensity of
the entire time–frequency image. In this paper, the Wigner
distribution (WD) is used as a target signature due to its good
properties [28].

Landmine discrimination based on the WD can be performed
by singular value decomposition (SVD) and principal compo-
nent analysis. Comparing singular values, due to their high
sensitivity, provides discrimination between two even slightly
different images. For GPR targets, the high frequencies become
attenuated with depth, which changes the WD. Fig. 1 illustrates
this effect for a model of the PMN-2 landmine buried in slightly
wet sand with a moisture content of 8%. Such moisture was
found to be typical in minefields of Afghanistan [8]. Therefore,
the goal of this paper is to find robust SVD-based features of
the nonstationary target response, allowing the discrimination
of landmines from stones. We investigate the features’ behavior
for the same targets buried at different depths. The influence of
the horizontal GPR offset from the target center is evaluated as
well. The extracted features are used for cluster analysis based
on the Mahalanobis distance [29], this has been done for various
conditions.

In this paper, a dataset was acquired at the Tohoku University
using a stepped-frequency GPR for a large frequency range.
Reducing the data bandwidth made it possible to analyze the
informative properties of low and high frequencies of target’s
responses and to find the optimal GPR bandwidth. In addition,
a dataset acquired under realistic circumstances in Angola with
a pseudonoise GPR was processed.

This paper is organized as follows. Section II describes the
proposed time–frequency feature extraction algorithms. Feature
clusters obtained by experiment are investigated in Section III,
discussion and conclusions are given in Section IV.

II. TIME–FREQUENCY FEATURE EXTRACTION

A. Extraction of Target Impulse Response

The first step in time–frequency feature extraction is the
extraction of the target impulse response from a raw C-scan,
acquired over a target. The C-scan is a three-dimensional GPR
dataset obtained by sounding on a regular grid over an arbitrary
rectangular surface. In our analysis, the data preprocessing
consists of subtracting the antenna crosstalk, performing the
inverse Fourier transform (IFT) for the stepped-frequency GPR,
and removing the clutter. The antenna crosstalk represents a
direct signal between the transmitting and the receiving anten-
nas, which is commonly the strongest stationary component
of the acquired data. As such, it can be acquired beforehand
and then can be subtracted from every A-scan. If the GPR is
stepped frequency, this can be done in the frequency domain
directly. In this case, one should transform the data into the time
domain using a fast algorithm of the IFT. Here, a symmetric
window, such as Hanning, Kaiser, Chebyshev, and etc., can be
applied to the frequency-domain data in order to avoid ringing
in the time domain. One should take into account that such
operation changes the shape of the signal and deteriorates the
spatial resolution. If the GPR bandwidth is sufficiently large,
it is preferable to apply a window with a wide flat top and
smooth edges (a bandpass filter) to make sure that the acquired
spectrum does not have sharp truncations.

The most difficult problem is removal of the ground reflec-
tion as the main part of clutter. In practice, the ground surface
is usually rough which makes the clutter nonstationary. Since
subtraction of the average A-scan is ineffective in this case,
various techniques based on a moving window with alignment
of the clutter estimate to each A-scan and subsequent subtrac-
tion are used. A common drawback of such techniques is a
distortion of the target’s response, especially for laid or flush

Authorized licensed use limited to: IEEE Xplore. Downloaded on January 13, 2009 at 01:15 from IEEE Xplore.  Restrictions apply.



120 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 45, NO. 1, JANUARY 2007

Fig. 2. Extraction of target impulse response from a raw A-scan.

targets. A promising solution has been proposed by van der
Merwe and Gupta [14]. The idea is to represent the clutter with
a number of the Prony parameters obtained with the total-least-
squares approach. The parameters must be found iteratively to
reconstruct the clutter in every A-scan and then to subtract it
independently of other A-scans, which makes the technique
robust against the surface roughness. Since this is not the focus
of this paper, we employ here an ideal case of a flat ground
surface with subsurface targets.

After clutter removal, a representative A-scan can be selected
from the apex of the target hyperbola in a B-scan. A B-scan
is a two-dimensional dataset obtained by sounding along a
line. Since in practice it is often difficult to find the apex, we
investigate the A-scans taken not only above the target’s center
but above the target’s edges as well. In the selected A-scans, the
early-time target response is considered as the strongest part of
reflection. It is a distinct signal surrounded by clutter residues
and followed by multiple reflections between the target and the
ground surface. This signal needs to be extracted by time gating
and then to be used for the time–frequency analysis.

For time gating, we developed an automatic algorithm based
on two assumptions: 1) the strongest peak in A-scan after clutter
removal belongs to the target and 2) the target impulse response
represents a strong pulse of 2–3 short semiperiods followed by
longer decaying semiperiods [12]. The latter is valid for UWB
systems with nondispersive sensing signals. In case of disper-
sion, for example when spiral antennas are used, one needs
to correct the acquired data with deconvolution. We assume
that the strongest peak belongs to the second semiperiod of
the target impulse response, and thus, we can use its position
as a reference point. Starting from this point, it is easy to
find the other semiperiods from zero crossings. Moving to the
left from the reference point, we find the first semiperiod. To
define the last semiperiod, we move to the right and apply an
amplitude threshold for the peak values, specifically −10 dB
with respect to the strongest peak. This process is illustrated in
Fig. 2 which shows signals obtained consequently by antenna
crosstalk subtraction, clutter removal, and time gating. The dots

in Fig. 2(b) indicate the origin of the first target semiperiod
(time instance t1) and the end of the last semiperiod (time
instance t2), and also define the length of a gating window, more
specifically its flat top.

In order to avoid signal truncation and to include the target
information existing apart from the main semiperiods, the gat-
ing window should have smooth edges defined by a gaussoid
as shown in Fig. 2(d). To suppress the strong clutter residues,
we make the left edge sharper and determine α1 from the du-
ration of the first main semiperiod T1 as exp{−α1T

2
1 } = 0.01,

i.e., α1 = − ln 0.01/T 2
1 . Then, the signal at the time instance

(t1 − T1) will be −40 dB lower than at the instance t1. The
parameter α2 for the smoother and longer left edge can be
computed from a condition exp{−α2(3T2)2} = 0.01, where
T2 stands for the duration of the last main semiperiod, i.e.,
α2 = − ln 0.01/9T 2

2 . The parameters T1 and T2 can be found
automatically from zero crossings. The signal after time gating
is depicted in Fig. 2(c), while the gating window itself is shown
in Fig. 2(d). Its flat part passes the early-time target impulse
response without a distortion, and its edges smooth out the rest
of the acquired data.

B. Time–Frequency Representation

The time–frequency transformation can be done with the
Wigner transform, also well known as the Wigner-Ville trans-
form (WD)

WD(t, f) =

+∞∫
−∞

s
(
t +

τ

2

)
s∗

(
t − τ

2

)
exp {−j2πfτ} dτ

(1)

where s(t) is an analytic signal. This quadratic or bilinear trans-
form provides a better time–frequency resolution compared to
linear transforms such as the short-time Fourier transform, the
continuous wavelet transform, or any other bilinear transform.
The Wigner transform does not include any windowing or
filtering, which can smear the signal properties, while many
other transforms represent its smoothed versions. It does not
require the selection of additional time–frequency functions or
wavelets as it is based only on the signal to be transformed.
Remarkable properties of the WD are independence of time,
frequency, or phase shift and preservation of the signal energy.
A serious drawback of the WD, namely cross terms for multiple
signals, can be neglected for a single signal of the early-time
target impulse response. Therefore, this distribution has been
selected for our purpose.

Numerically the WD represents a large sparse real matrix
where the target signal is concentrated inside a small dense
submatrix. It is more efficient to deal with that submatrix
only, which can be named as the effective WD (EWD) or
time–frequency target image. Its borders can be determined in
two ways. One approach is to set a certain threshold for the en-
ergy, say 99%, and then to extract the most compact area around
the WD’s maximum that contains the given energy. However, a
discriminant target information represented by small image de-
tails can be removed as well. The second way is quasi-random
and assumes a Gaussian distribution of the function WD2(t, f)
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Fig. 3. Time–frequency representation of UWB GPR signal.

around the center of gravity of the WD. Then, we can determine
the borders of the EWD with a statistical rule “±3σ” using
the center of gravity as a reference point. For a Gaussian
distribution, 99.73% of its density is concentrated within the
interval [−3σ, 3σ] with respect to its mean. In this paper, we
use the second technique to estimate the EWD.

The time and frequency coordinates of the center of gravity
are given by

t0 =
1
E

tmax∫

0

fmax∫

0

tWD2(t, f)df dt (2)

f0 =
1
E

fmax∫

0

tmax∫

0

fWD2(t, f)dt df (3)

E =

tmax∫

0

fmax∫

0

WD2(t, f)dt df. (4)

The time and frequency variances are defined as follows:

σ2
t =

1
E

tmax∫

0

fmax∫

0

(t − t0)
2 WD2(t, f)df dt (5)

σ2
f =

1
E

fmax∫

0

tmax∫

0

(f − f0)2WD2(t, f)dt df. (6)

In (2)–(6), tmax is the maximal time of interest (e.g., the end of
time window used for data acquisition) and fmax is the maximal
frequency of interest (e.g., the highest acquired frequency).

Fig. 3 depicts a GPR signal of a Type 72 landmine, buried at a
depth of 4 cm in moist sand, its spectrum, the WD, and EWD. In
this particular case, the WD is a 512 × 128 matrix and the EWD
is a submatrix of dimensions 59 × 50 that still contains 99%
of the signal energy. The dimensions of the EWD, estimated
automatically, represent the effective signal duration and band-

Fig. 4. Impulse response and EWD for a landmine and stone of similar size.

width, which can differ for various targets and should be taken
into account for feature extraction. Comparing Fig. 3(a) and (d),
one can see that the EWD has the time duration of about 1 ns
instead of 2.5 ns for the full signal. Thus, our discrimination
technique uses only the strongest part of the target impulse
response. This fits our algorithm of automatic time gating
described in the previous section. Fig. 4 shows signals acquired
for a PMN-2 landmine and a stone at a burial depth of 4 cm.
In the time domain, the signals have different shape and am-
plitude but almost the same duration as shown in Fig. 4(a)
and (b). The difference in shape results in the different EWDs
or time–frequency images of the targets [Fig. 4(c) and (d)].
Note that the EWDs have negative values, which improves the
discrimination between such images.

C. Principal Components of EWD

The singular components of the EWD matrix can be obtained
by the SVD. We approximate the EWD with the first two
singular triplets, which are the strongest, i.e., principal with
respect to higher order components. The approximation is
given by

EWDK×L =
min(K,L)∑

i=1

σiuivT
i ≈ σ1u1vT

1 + σ2u2vT
2 (7)

where σi is the ith singular value, ui is the ith left singular
vector of length K, vi is the ith right singular vector of length
L [30]. Decomposition (7) is illustrated in Fig. 5. If the columns
of the EWD matrix stand for the time domain and the rows
stand for the frequency domain, then ui and vi express time
and frequency properties, respectively. Their matrix multipli-
cation gives the shape of the ith singular component, while σi

stands for the component’s energy and defines its contribution
to the original EWD matrix. The first singular component
is the strongest, and it creates the high-energy part of the
time–frequency image, i.e., the most robust part, as shown in
Fig. 5(b). It can be interpreted as an image approximation,
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Fig. 5. Approximation of EWD by principal singular components.

while the second component (and the others) expresses image
details [Fig. 5(c)]. Higher order singular components (the third
and higher) can be very discriminant for the EWDs of different
targets but lack robustness for the same target, as they signifi-
cantly change due to any small modification of the EWD or, in
other words, due to any change of the target response. Since our
purpose is to find stable features, we reject these components as
they are nonstationary.

D. Feature Extraction

Singular values of the WD as features for landmine discrim-
ination have been used in a number of works [5], [18], [25],
[26], [29]. Their high sensitivity to the target response’s energy
causes a serious problem for target discrimination at different
depths. Besides, an essential target information is contained not
only in the singular values but also in the respective singular
vectors. Here, we propose to extract target features from both
singular values and vectors of the EWD.

Singular vectors are responsible for the shape of the EWD
and, as such, they are extremely sensitive to any changes in
the target’s impulse response shape. The center of gravity of
a singular vector represents its integral feature and can be
considered as the most robust point. Since the size of the EWD
matrix changes with depth, the center should be normalized
with respect to the length of the singular vector. Accounting
for the unit energy of the singular vectors, the features for the
principal EWD components are defined as follows:

t1,2 =
1
K

K∑
k=1

ku2
1,2[k]

f1,2 =
1
L

L∑
l=1

lv2
1,2[l] (8)

where K and L are the effective EWD duration and bandwidth,
respectively. Fig. 6 illustrates the features of the singular vectors
for the EWD given in Fig. 5(a).

Fig. 6. Feature extraction from singular vectors of EWD.

The singular values of the principal components are also
normalized as follows:

σ1,2 norm =
σ1,2

‖EWD‖F

≈ σ1,2√
E

(9)

where ‖ • ‖F stands for the Frobenius norm of the matrix and
E is given by (4). Such normalization makes the singular values
nondimensional and invariant to change of energy for the same
target.

E. Feature Selection

In total, we extract six parameters from the EWD, namely
t1, t2, f1, f2, σ1 norm, and σ2 norm. These parameters can be
used as target features directly, i.e., the target discrimination
is to be performed in a six-dimensional feature space. How-
ever, we know that for a time-domain signal, its spectrum
and time–frequency representation physically contain the same
target information. Also, we know that the signal duration
and bandwidth are interrelated via the time-bandwidth product.
Thus, we may reduce the dimensionality of the feature space
by multiplying the parameters tk and fk for the same principal
component. Finally, we define the following time–frequency
features:

δ1 = t1f1

δ2 = t2f2

δ3 =σ1 norm

δ4 =σ2 norm. (10)

The robustness and the discriminant power of the features
can be evaluated for a number of GPR scenarios with the same
targets. If we think of the target features as coordinates in the
4-D or N -D space, every GPR scenario will be represented by
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a point in this feature space. Ideally, we should have a dense
cluster of such points for the same target, and such clusters
should be separated from each other for different targets.

The separation between two feature clusters expressing
mines targets and non-mines targets respectively in N -D
space can be estimated with the Mahalanobis distance in
(11), shown at the bottom of the page, where symbol T

stands for transpose; δmines = (1/M)
∑M

m=1 δmines[m] is
the mean feature vector for the cluster of the mines;
δT

mines[m] = |δmines
1 [m] δmines

2 [m] · · · δmines
N [m]| is the

feature vector for the mth GPR scenario; M is the
number of GPR scenarios, N is the number of fea-
tures; Λmines = (1/(M − 1))

∑M
m=1 δmines[m] · δT

mines[m] is
the covariance matrix for the feature vectors of the mines;
δnon−mines,Λnon−mines, and δnon−mines[m] have the same def-
inition but for the non-mines. For every cluster, the mean
feature vector defines its center and the covariance feature
matrix defines its size. The cluster itself is approximated by an
ellipsoid.

Using the Mahalanobis distance, we can compare the dis-
criminant power of the features (10) with that of the original
six features of the principal EWD components. Furthermore, it
makes sense to reduce the number of features to a 3-D case by
omitting σ2 norm in order to visualize the feature clusters, i.e.,
to show the possibility of landmine discrimination in the most
explicit way.

III. EXPERIMENTAL ANALYSIS OF FEATURE CLUSTERS

A. Data Acquisition and Preprocessing

Laboratory experiments have been carried out at the Tohoku
University, Japan. Our targets were mock mines PMN-2 and
Type 72, a stone with size similar to the PMN-2 and a plastic
foam model of the Type 72 mine. We intentionally chose the
non-mines resembling the mines in order to test a possibility
of their discrimination based on the dielectric properties and
inner structure of the targets rather than on the difference in
size and shape. The targets are shown in Fig. 7. The dimensions
of the mines are 120 × 53 mm for the PMN-2 and 78 × 38 mm
for the Type 72. The relative dielectric constant is 2.5–2.9 for
the mines, 3.5 for the stone, and 1.2 for the plastic foam. The
quantity of metal in the PMN-2 is about 1 g, in the Type 72
approximately 0.4 g.

The GPR system included one transmitting–receiving pair of
the antipodal Vivaldi antennas and a network analyzer with the
frequency range 300 kHz–6 GHz (HP8753D). The antenna pair
is a key element of the SAR–GPR array designed at the Tohoku
University for vehicle use [3]. The antenna characteristics mea-
sured in an anechoic chamber are shown in Fig. 8. The antenna
passband limits the GPR bandwidth and, in our case, it is
0.3–7 GHz at a level of −20 dB. Therefore, the frequency range

Fig. 7. GPR targets. Plastic foam, stone, PMN-2, and Type 72.

Fig. 8. Vivaldi antenna characteristics.

of the sweep was chosen to be from 0.3 to 6 GHz. The antenna
system was fixed on an X-Y translation table.

The antenna height above the ground surface was chosen
to be 10 cm. This height is very common in GPR landmine
detection as a tradeoff between such factors as the energy atten-
uation, decreasing the antenna-soil coupling, avoiding possible
obstacles of the ground surface, and forming the sufficient
antenna footprint for the SAR processing. Besides, the 10 cm
provides a near-field zone for the very low radiated frequencies
as well as for the high frequencies, concerning the well-known
relationship between the antenna aperture and the wavelength
R ≥ 2D2/λ (far-field condition). The aperture of the Vivaldi
antenna is 20 cm, which corresponds to a near-field boundary

d=
√

(δmines−δnon−mines)T(Λmines+Λnon−mines)−1(δmines−δnon−mines) (11)
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Fig. 9. Selection of target A-scans for feature cluster analysis.

of 8 cm for the 0.3 GHz, 11 cm for the 0.4 GHz, 13 cm for the
0.5 GHz, and etc. Thus, consistency has been obtained for the
entire radiated spectrum.

Since the scope of this paper is the feature extraction of the
UWB target response, other GPR problems such as roughness
of the ground surface and inhomogeneity of soil were mini-
mized. The targets were buried in slightly wet sand with ideally
flat surface. Time-domain reflectormeter measurement of the
moisture content resulted in 8% from which we estimate a
dielectric constant of five. The moisture content corresponds to
standard conditions found in minefields in Afghanistan [8]. The
burial depth of the targets ranges from 2 to 10 cm with a step
of 2 cm. At each depth, a B-scan is acquired over the targets.
No targets buried flush or laid on the surface were considered
as the ground reflection cannot be removed in this case without
strong distortion of the target impulse response.

The preliminary signal processing consists of the subtraction
of the antenna crosstalk, acquired beforehand in an anechoic
chamber, the IFT with a bandpass filter (left smoothing edge
0.3–1.3 GHz, flat top 1.3–5 GHz, and right smoothing edge
5–6 GHz) and average subtraction clutter removal. Then, the
five strongest adjacent A-scans (with a step of 1 cm) were se-
lected from a B-scan target hyperbola, as representative signals.
Fig. 9 illustrates the selection of such A-scans. By doing so, we
intend to analyze the effect of the horizontal GPR offset from
the center of a target on the time–frequency features. Clutter
residues in the selected A-scans were suppressed automatically
by the time-gating algorithm described in Section II-A.

In summary, for each of the considered targets, five A-scans
(corresponding to different GPR horizontal positions above the
target) have been acquired, and this for five different burial
depths. In total, 25 signals (A-scans) have been obtained for
each target. For each of the signals, the EWD has been com-
puted from which we estimated the set of features as defined in
Section II-C.

For comparison, a dataset acquired under realistic circum-
stances was processed. The used sensor is a UWB array of six
emitters and six receivers with a bandwidth of 0.5–4.5 GHz

(DEMINE) [4]–[6], [31]. The excitation is based on a pseudo-
random noise signal. The data were acquired during a field
campaign in Angola. The mines were emplaced by experienced
deminers in a cleared portion of a minefield. The soil was very
dry. Also, the surface of the test lanes was similar to the surface
of the minefield, i.e., rough and cluttered with small stones. The
mines were buried several weeks before the tests took place,
so the mines and the surrounding ground were given sufficient
time to settle. Therefore, we can consider these as realistic test
circumstances.

Out of the data, four objects are selected, three antiperson-
nel mines (Type 72, PMA-3 and PPM2) and a Grenade. The
Type 72 was buried at a depth of 3 cm. It had its original
explosive filling, a surrogate booster charge, and the original
detonator. The PMA-3 is a cylindrical mine of diameter 103 mm
and height 37 mm, it was buried at a depth of 5 cm. It had a
surrogate explosive filling and a surrogate detonator. The PPM2
is also a cylindrical with a diameter of 124 mm and a height of
63 mm, its burial depth was 12 cm. It had a surrogate explosive
filling and a surrogate detonator. The Grenade resembles a
cylinder of length 300 mm and diameter of 100 mm. It was a
shaped-charge stick grenade without detonator or handle, with
its original explosive filling, buried at a depth of 8 cm. The
burial depths are known approximately due to the roughness of
the soil. The surrogate explosive is a two-part rubber molding
formula called RTV 3110. This is a casting rubber that has
a dielectric constant, thermal conductivity, density and radar
image that mimics TNT very closely.

The data were preprocessed with a source-signal deconvo-
lution, antenna crosstalk subtraction, adaptive clutter removal
[32], and with automatic time gating. The adaptive clutter
removal consists of taking a background A-scan (no object
present) and time shifting, and scaling it so the ground re-
flection coincides with that of the measured signal before
subtracting. This method lessens the distortion of overlapping
signals between the mine and the air–ground interface. Then,
for each object, ten A-scans were selected in a square area of
15 cm above the objects.

Concerning the computational expenses, it takes 0.91 s on
a laptop with 1.7-GHz Pentium M processor and 512-MB
memory to preprocess one B-scan (matrix 512 × 131) by an-
tenna crosstalk subtraction, transformation into the time domain
and average subtraction, to extract a target’s impulse response
(512-element vector), to compute the EWD, and to extract the
full set of six features. The total processing time for the four
targets and the 25 signals per target was 91 s. The processing
was performed in MATLAB ver. 7.01 working under Windows
XP Professional.

B. Feature Clustering and Discriminant Power

For the laboratory data, we first analyze the reduced set of
3-D features δ1, δ2, and δ3 defined by (10). They are depicted
in Fig. 10 for each of the considered targets and for the
25 signals per target. As it can be seen, the estimated features
for every target can be divided into two separated clusters:
the first cluster represents the depth of 2 cm while the second
includes all the other depths. Therefore, we can conclude that
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Fig. 10. Features extracted from both singular values and vectors of EWD for
depths 2–10 cm.

Fig. 11. Features extracted from both singular values and vectors of EWD for
depths 4–10 cm.

at very shallow depths, the time–frequency features are very
different from those of deeper targets. The most important
reason for this is the strong distortion of the target response
by the ground interface. The second reason is that the soil’s
layer above such a shallow target influences its response much
less than for larger depths. However, all the targets at 2 cm
are well separated from each other, which means that the
time–frequency discrimination for very small and larger depths
should be performed separately, i.e., two feature libraries, cre-
ated respectively for the depths, less than 3 cm and deeper, are
necessary to discriminate the same landmine.

Fig. 11 shows the features for the depths 4, 6, 8, and
10 cm. One can notice a good separation between the mines and
the non-mines in the considered feature space. However, the
PMN-2 cannot be discriminated from the Type 72 in spite of
their significant difference in size, since their features form
one good cluster. Both landmines are well discriminated from
the stone and the plastic foam. The latter targets resemble
the landmines in size and shape but have different dielectric
constant. This means that the proposed features are implicitly
related to the dielectric constant. For comparison, Fig. 12 shows
the first three singular values of the EWD normalized according

Fig. 12. Features extracted from singular values of EWD.

to (9). Here, the landmines cannot be distinguished from the
other objects at all. Thus, the features given by (10) provide
good discriminant information about the targets.

The next step is to compare numerically the discriminant
power or separability of different feature vectors. This is done
using the Mahalanobis distance between the cluster of land-
mines and the cluster of non-mines as defined in (11). Since the
features are normalized, the Mahalanobis distance values can
be directly compared. Next to the Mahalanobis distance, Wilk’s
lambda (WL) discriminant analysis has also been used [26].
The WL value expresses how well feature vectors belonging
to one class are clustered together, taking into account the
between and the within class distances. The WL values are
always between zero and one; with zero, meaning perfect class
separation, and one, no class separation. Table I summarizes the
criteria values estimated for several feature sets. Two classes
are considered, the mine and non-mine objects, respectively.
Then, in each class, the number of GPR scenarios M in (11)
is defined as two targets multiplied by four different depths and
by five different A-scans which results in 40 scenarios (feature
vectors). Case 1 gives the values for each feature separately,
showing that none of the separate features is well discriminant,
maybe except for f1 which is the most discriminant feature.
Cases 2 and 3 show the results of combining the first and the
second groups of features. There is a significant improvement,
but the results are not yet satisfying. Case 4 represents the 3-D
features visualized in Fig. 11, while Case 4 is for the 4-D fea-
tures defined by (10). Cases 6 and 7 show the results for the five
features and the full set of six features, respectively. Case 7 pro-
vides the best discriminant power for the two different criteria.

Finally, Fig. 13 shows the results for the DEMINE data.
The plastic landmines (Type 72, PMA-3, and PPM2) are well
separated from the metal grenade. Here, in addition to the
difference in dielectric properties and inner structure, a con-
siderable difference in size of the targets is present that results
in a good feature separation between the smaller Type 72 and
PMA-3, and the larger Grenade and PPM2. Although this
dataset was not acquired specifically for the purpose of feature
comparison, and thus, no data are available for the same ob-
jects at different depths (which is why we omit the numerical
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TABLE I
FEATURE DISCRIMINANT POWER

Fig. 13. Features for DEMINE GPR.

criteria-based features evaluation here), the clear separation of
targets, the method shows under very different conditions (dif-
ferent sensor and realistic conditions), indicates its robustness.

C. Feature Dependence on GPR Bandwidth

The targets impulse responses have been acquired in a large
frequency range, specifically 0.3–6 GHz. By high- and low-pass
filtering the targets’ impulse responses, the feature separability
dependence on frequency range has been evaluated as well as
the informative properties of the low and high frequencies.
Here, we analyzed the targets at the depths of 4–10 cm, i.e.,
20 A-scans per target forming one feature cluster. Since the
data preprocessing to obtain the targets’ impulse responses was
linear, such evaluation can directly be used to determine the
optimal GPR bandwidth providing the maximal features sepa-
rability for the given targets and the soil. The cutoff frequency
of a low-pass (high-pass) filter at the −20 dB corresponds to the
higher (lower) frequency of the GPR with a smaller bandwidth.
The finite-impulse-response (FIR) filters were used due to their
linear phase characteristic. The FIR filters have been designed
by means of the signal processing toolbox in MATLAB. As

Fig. 14. FIR filters.

example, low-pass and high-pass FIR filters, used in the further
processing, are shown in Fig. 14.

Fig. 15 depicts the results of the low-pass filtering for the
PMN-2 buried at a depth of 6 cm. The filtering was performed
in the forward and backward directions to compensate for the
phase shift. The signals in Fig. 15(a) do not look very different
in spite of their different spectra in Fig. 15(b). Meanwhile, the
time–frequency representations before and after filtering differ
from each other significantly, as shown in Fig. 15(c) and (d).
Besides the changed image of itself, the effective bandwidth
is reduced while the effective duration is increased. This result
illustrates the high sensitivity of the EWD to the GPR band-
width. If we reduce the latter step by step and estimate the
features separability; then, we can find which frequencies are
informative and which are not.

The Mahalanobis distance as a function of the GPR higher
and lower frequencies has been chosen as a criterion for opti-
mality. At first, we evaluated the influence of low frequencies.
In order to do this, the original targets’ impulse responses
were filtered with a high-pass FIR filter. The filter cutoff fre-
quency, considered as the GPR lower frequency, was gradually
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Fig. 15. Influence of data bandwidth on EWD.

Fig. 16. Frequency dependence of features separability.

increasing from 0.3 to 2 GHz with a step of 50 MHz. At
each step, the targets’ impulse responses were filtered, the
3-D feature clusters were extracted (Case 4 in Table I),
and the Mahalanobis distance between the mines as one class
and the stone as another class was computed. Here, we excluded
the plastic foam as its dielectric constant is very different from
that of the stone, and therefore, its features depend on the
GPR bandwidth in a different way. The result is depicted in
Fig. 16(a). The Mahalanobis distance dependence does not
reveal a strong maximum and decreases with the frequency.
Thus, the low-frequency information is very important for the
time–frequency discrimination, and the GPR lower frequency
must be as low as possible.

Then, starting from the original data, the influence of high
frequencies has been evaluated with a low-pass FIR filter. Its
cutoff frequency, considered as the GPR upper frequency, was
decreasing from 6 to 3 GHz with the step of 50 MHz. The
Mahalanobis distance dependence has a clear maximum at
4.2 GHz, as shown in Fig. 16(b). Thus, 4.2 GHz is the optimal
GPR upper frequency providing the best feature separability,
while the higher frequencies can be considered as not informa-
tive for the selected targets and the soil.

In order to validate the obtained results, we visualize the fea-
tures for the optimal and nonoptimal GPR bandwidth. Fig. 17
shows the features extracted from the filtered data with the up-
per frequency of 4.2 GHz. Compared to Fig. 11, the landmines
are noticeably better separated from the stone. Meanwhile,
the data with the upper frequency of 3 GHz do not allow

Fig. 17. Features for GPR bandwidth of 0.3–4.2 GHz.

Fig. 18. Features for GPR bandwidth of 0.3–3 GHz.

discrimination at all, as illustrated in Fig. 18. This indicates that
the essential target information exists above 3 GHz as well.

IV. DISCUSSION AND CONCLUSION

Our results demonstrate the possibility for automatic target
discrimination following the stage of GPR target detection. For
that, a few time–frequency features can be extracted from the
early-time target impulse response and then classified on the ba-
sis of a features library, which has been constructed beforehand.
Numerically, the proposed feature extraction is inexpensive.
The computation needed to extract the target impulse response
from a raw B-scan (512 × 131) and its time–frequency features
takes 0.91 s on an average computer. The effectiveness of target
discrimination depends on both the GPR hardware and the
complete signal-processing software, which must include algo-
rithms of target detection, clutter removal, feature extraction,
and feature classification. In this paper, we focused only on the
feature extraction and investigated the time–frequency features
of a nonstationary target response in fully controlled laboratory
conditions. The data were acquired with a stepped-frequency
GPR for the frequency range of 0.3–6 GHz. The soil was sand
with a moisture content of 8%.

Discriminant target features have been proposed, using both
the singular values and the singular vectors of the EWD
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considered as a time–frequency target image. For the feature
robustness, only the first two singular triplets were used as
the principal components. In total, the target impulse response
can be characterized by six features normalized accordingly by
the effective signal duration, the effective bandwidth, and the
energy. Multiplication of the time and frequency features of the
respective singular vectors reduces the feature space to the 3-D
case without a significant loss of discriminant power and makes
the visual analysis of the feature clusters possible. To evalu-
ate the discriminant power, two different criteria, namely the
Mahalanobis distance between the feature clusters and WL,
are used.

The features allow the discrimination between landmines
(the PMN-2 and Type 72 in our case) and landminelike dielec-
tric targets in the range of depths 2–10 cm and for different
GPR positions above the target. An A-scan corresponding to
the target’s edge can be used for the discrimination as well as an
A-scan above the target’s center. Another important conclusion
is that the time–frequency approach does not work simulta-
neously for a very shallow target, buried at 2 cm or less, and the
same target buried deeper due to distortion by the air–ground
interface and influence of the soil. Thus, very shallow targets
as well as targets buried flush or laid on the surface should
be processed with a features library created specifically for
such conditions, while deeper targets should employ a separate
features library.

Using the proposed features, we could not distinguish
between the two landmines, in spite of significant difference in
size, so they should be considered as one target class. However,
both landmines were well discriminated from the stone with a
size similar to the PMN-2, and from a plastic foam model of the
Type 72 mine. Thus, we can assume that the time–frequency
features are implicitly related to the dielectric constant of the
targets.

The feature dependence on the low and high frequencies
of the target’s response has been analyzed in the frequency
range of 0.3–6 GHz. The low frequencies were found to be
very important for the landmine discrimination. This imposes
a requirement on the GPR lower frequency to be as low as pos-
sible. Meanwhile, it has been shown that the frequency range
of 0.3–4.2 GHz at a −20-dB level provides the best feature
separability between the landmines and the stone. Hence, the
optimal GPR upper frequency for the given soil is 4.2 GHz.
These results are an important hint for developers of GPR
hardware.

The frequency behavior of the features allows us to estimate
in what kind of soil the time–frequency landmine discrimina-
tion can be effective. Obviously, a lossy soil strongly attenuates
high frequencies of the GPR sensing signal. If a target’s re-
sponse has its frequencies below 4.2 GHz suppressed by soil,
then the developed feature extraction is less robust. A study
of practical interest can be carried out in this direction with a
purpose to establish a relationship between the attenuation of
such frequencies for a standard target and the moisture content
measured in the field.

The features proposed have been tested on a realistic dataset
acquired with a pseudonoise GPR DEMINE in Angola and
showed a good discrimination power.
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