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Analysis of Large-Scale Marketing and Social Media Data by Using Machine Learning Algorithm

Li Yinxing

Abstract

In recent years, big data analysis becomes one of the hot topics in many fields in include marketing field. Particularly, big amount of text data in social media become a popular target for researchers these years. However, most of the researches focus on just use text data to improve precision of forecasting, like stock market, there are still lack of researches about how to combine traditional econometrics model and such kind of unstructured data. On the other hand, text analysis algorithm has also developed a lot in recent years, models like LDA, or Naïve Bayes can extract features from text easily. However, in machine learning field, they are focus on the model precision rather than interpretability, thus, there are few researches about interpretability of text data or result of machine learning algorithms.

The expansion of the Internet has led to massive information posted by consumers online through social media such as forums, blogs, and product reviews. This provides an opportunity for firms to know consumers’ product expectations and evaluations without the need for a direct survey. Using text mining, Grimes (2008) found that 80% of business-relevant information originates primarily as unstructured text.

The purpose of this research is to apply machine learning algorithm, especially text analysis algorithm, to marketing models. I not only focus on the precision of model, but also analysis and interpret the role of text data in the model.

In Chapter 1, we use big text data from twitter, and forecast the sales of a product and make a new economic indicator by using twitter data. We use both interpretable model like logistic regression as well as machine learning model like Support Vector Regression and Neural Network to compare the advantage and disadvantage of each model. The purpose of this research is to build a forecasting model of sales by using Twitter data, which can be easily collected on the internet. Though it is common that marketing variables such as price or promotion information’s are used to improve precision of fore-casting, the feature of this research is that we do not involve such kind of marketing variables in our model. For the government, it is very important to make economic indicators to infer economic climate, and forecasting sales for each company or industry by using open source data is one of the tasks. Furthermore, it is possible to detect the change of economic climate which can’t be caught by traditional government statistics or industry statistics. Open-source data is also important for the companies which have no price or marketing information or want to grasp the industry situation. In short, this research is not for the companies which can freely use marketing variables of
their own, but for those which have no condition to use marketing variables, or aim to build sales forecasting model in objective viewpoints.

In Chapter 2, the active use of daily aggregated store data—POS data that are accumulated automatically at customer check out points is important for most merchandisers, even for those without a membership system. Most traditional methods of analyzing POS data specify market response function after the range of products is limited to a specific category and the number of products is smaller than the number of records (days). This category-based approach is useful when applied to products from well-recognized categories depending on the validity of the assumed categories. However, it cannot be applied to all products in a store, particularly to products that are purchased infrequently over observational periods. It is possible to lose useful information from store data when using the category-based approach. Thus, we apply LDA model, a popular text analysis algorithm, to big POS-data from supermarket. By applying LDA, we have reduced dimension and divide all products to several market basket. we propose a regression model for high-dimensional sparse data from store-level aggregated POS systems. The modeling procedure comprises two sub-models—topic model and hierarchical factor regression model—that are applied sequentially not only for accommodating high dimensionality and sparseness but also for managerial interpretation.

The volume of high-dimensional data is growing with progress in network technology. These high-dimensional data contain many zeros, that is, sparse in data spaces, as is the case with POS data in our study. That is, the daily number of product items purchased is considerably smaller than that of items displayed in a store, and many items are recorded as having zero sales and information about their price and promotional variables are not recorded, thus producing yet another data entry with zero value. POS data are used to find effective relationships between product items and promotional variables to facilitate efficient management. In these cases, statistical models that accommodating simply high-dimensional data do not work.

We proposed a regression model for high-dimensional and sparse data. In the proposed model, two types of dimension-reduction models, namely, topic model and canonical correlation model, are used sequentially. More specifically, the store-level aggregated sales and marketing mix data are analyzed using a model that combines the topic model with the regression model. First, the topic model decomposes sales of product items into several topics by allocating each unit sale (“word” in text analysis) in a day (“document”) into one of topics based on joint purchase information.

Next, conditional to the topic model estimates, the market response function of an item is estimated by using information regarding variables on the items inside a topic. That is, we construct topic-wise market response functions of an item by using explanatory variables not only of said item but also of the other items belonging to the same topic. In addition, the explanatory variables include not only marketing mix variables but also the numbers of sales of product items in the same topic. We can expect unusual findings from these response functions because sets of related items are
not considered in advance and they are not obtained by conventional category-based market response functions.

Finally, we forecast the sales of an item by summing up respective predictors constructed for topics. We compared the model performance with that of conventionally predetermined category regression model to show that (i) our model has the advantage of offering managerial implications obtained from topic-wise regressions defined according to their contexts, and (ii) it has better fit than does the category regression model.

We have basically kept the number of topics for topic model and the numbers of factors for hierarchical factor regression model as fixed in the empirical application, mostly due to the restrictions on computational times. By using R under usual PC environment, it took four days for estimating topic model, and two days for the part of hierarchical factor regression model when numerically calculating inverse of large-scale matrix to recover the structure in original space. We leave this model selection problem for future research by developing more efficient computation procedures, although we currently recognize that the estimation procedure of second sub model’s part could be eased if we employ parallel computing for topic wise market response functions.

In Chapter 3, We use Bass model, a famous diffusion model as our basic econometrics model, we use not only sales data but also user-generated online content (or online comments) to describe and forecast the diffusion process of a new product, where online WOM data is plugged into the model as covariates for affecting the change of key parameters over time. From the modeling perspective, our model is characterized as a diffusion model with a time-varying parameter. Then we aim to improve the performance of Bass model by combining topic feature extracted from WoM (word-of-mouth), which are collected from BBS. We not only evaluate the precision of our proposed model, but also interpret the role of text data in our model.

we proposed time-varying diffusion models to accommodate social media information. These models belong to the class of systematic variation models and provide useful insights on parameter variations, where we enlarge the information set regarding the diffusion process using product-related BBS text data from before and after the launch of a new product. We use this information based on the recognition that communications in BBS reflect changes in consumer expectations before launch as well as changes in product evaluations of not only the product itself but also the marketing activity and its competitive products. In particular, the communications among potential customers waiting to launch innovative IT products used in our study contain a sort of proxy variable for consumers’ expectations before launch, changes in perception and evaluation after launch. Also, it can be possible to observe the change and current consumer’s interest.

Our proposed models contain additional variables constituted from BBS text data by applying two approaches for analyzing text data, i.e., sentiment analysis and topic analysis. These variables are used as covariates to explain parameter temporal
transitions. These analytical techniques are expected to extract subjective emotional variables and evaluation-based objective variables in BBS, respectively. The empirical study showed that these additional variables lead to an improvement in the model fit and precision of forecasting by filling a gap between smooth transitions of sales generated by a static diffusion model and realized sales, and they provide the roles of constructed variables in text analysis for the change in model parameters.

In Chapter 4, we extend Bass model from Chapter 3 to multi-generations, and we also use dynamic text analysis method rather than static model, we will prove the effectiveness of dynamic text analysis method when we want to detect the change of customer’s demand.

Chapter 5 contains main approaches in my researches. In this chapter, we have applied marketing mix variables as well as social media information to Bass model for multi-generation. We also proposed a new Bass model with prior structure, which is able to forecasting sales for product of new generation without any sales data from this generation. we have proposed Bass model with social media effect, as well as prior structure to parameters. The result shows the effectiveness of social media effect with dynamic labeled topic model both in marketing mix and prior structure. Particularly, it becomes possible to forecast sales of new generation for a technology product before it launched to the market by using prior structure, which is impossible in previous studies.

We also find topic features play different roles in prior structure and marketing mix, it implies we may need to concern about the dynamic feature of unstructured data, as many researches deal with unstructured data by using static text analysis method.

We also applied the result of social media to realistic problem, we prove that besides improving precision of forecasting, text data have more information and we can detect more interesting problems by fully using the latent information from text data.