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要旨：文や語などのつながりを意味する「一貫性（coherence）」がある文章は、理解が容易である。しかし一貫性が欠如した文章は論理が乏しいため読み手に意味が伝わりにくい。したがって、一貫性は文章の内容の一致さや質を判断するための重要な基準である。しかし、定量的に一貫性を測定する手法は存在しない。本研究では、説明文における一貫性的定量的な測定の観点から、Landauer & Dumais (1998) による“潜在意味分析 (Latent Semantic Analysis: LSA)”に基づき、小学校国語教科書の説明文を題材とし、説明文の一貫性的自動測定方法の検討を行った。分析の結果、LSAによる一貫性の測定が定量的に示せることが明らかとなった。

キーワード：一貫性，自然言語処理，潜在意味分析，特異値分解

1. はじめに
一貫性とは、談話における個々の発話と文脈を関係付けることによって作り出される解釈可能な意味的まとまりを目指す。首尾一貫性とも言われている。結論性をもたらす言語的要素だけでなく、話し手と関係手、書き手と読む手が共有する常識や推論、また連想などの非言語的要素なども含めた談話の意味的なつながりの改善し易いことがある（亀山，1999年）。一貫性は、文章や談話の内容の連続性を重視するものである。一貫性が欠ければ、話がずれたり、意味がわからなくなったりすることが多い。したがって、一貫性は文章の内容の一致さや質を判断する重要な基準と考えられる。しかし、定量的に一貫性を測定する手法は存在しない。
一方、LSAは、複数の文章間及び単語間、及び文章と単語間の意味的な類似度を検出する方法である。更にLSAを用いることによって、文章の内容の理解を測定することが可能、テキストの主観評定（小論文の成績等）も可能となる。
そこで、本研究では、Deerwester, S., et al. による潜在意味分析（LSA: Latent Semantic Analysis）に着目し、一貫性測定への適用可能性を検討する。本研究を基礎とし、信頼性の高い一貫性自動測定システムが開発されることにより、従来の一貫性測定に一定の尺度基準が提供可能となるとともに、解釈指導に定量的な方法が提供可能となり、日本語教師の教育活動支援につながると考えられる。

2. LSAを用いた一貫性の測定実験
2.1 実験に使用した材料
本研究では、日本的小学校国語教科書に掲載されている説明文を測定の対象として使用した。5編の説明文を表1に示した。5編の説明文の平均総文字数は922文字であった。

<table>
<thead>
<tr>
<th>表1. 説明文タイトル一覧</th>
</tr>
</thead>
<tbody>
<tr>
<td>文章</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
</tbody>
</table>
2.2 実験の手続き

2.2.1 内容を表す品詞の抽出

単語・文（セントンス）行列を作成する前に、内容を表す品詞の抽出を行う必要がある。本研究では、
日本語形態素解析システムChaSen（茶釜）を用いて、文章に対して形態素解析を行い、得られた品詞
のうち一般名詞、サ変接続名詞、副詞、説明文の内容に特徴的な4種類の単語（未知語）を抽出した。
表2は文章1における1番目の文（ヤドカリはまき
貝のから中に住んでいます。）の形態素解析の結果
である。

<table>
<thead>
<tr>
<th>表2．形態素解析の結果例</th>
</tr>
</thead>
<tbody>
<tr>
<td>詞語</td>
</tr>
<tr>
<td>-------------------------</td>
</tr>
<tr>
<td>ヤドカリ</td>
</tr>
<tr>
<td>は</td>
</tr>
<tr>
<td>まき</td>
</tr>
<tr>
<td>貝</td>
</tr>
<tr>
<td>の</td>
</tr>
<tr>
<td>から</td>
</tr>
<tr>
<td>中</td>
</tr>
<tr>
<td>に</td>
</tr>
<tr>
<td>住ん</td>
</tr>
<tr>
<td>で</td>
</tr>
<tr>
<td>い</td>
</tr>
<tr>
<td>ます</td>
</tr>
</tbody>
</table>

2.2.2 単語・文（セントンス）の対応行列の作成

次に、単語・文（セントンス）の対応行列を作成した。作成された行列を表3に示す。

文章1には、15の文（セントンス）が出現した。
単語については、例えば「ヤドカリ」という単語
は、セントンス1（以下、"セントンス"は"S"と略記）、
S3、S14にそれぞれ1回づつ、S15に3回出現して
いることがわかる（S4～S13は、紙幅の関係から省略）。

<table>
<thead>
<tr>
<th>表3．単語・文（セントンス）の対応行列（X）</th>
</tr>
</thead>
<tbody>
<tr>
<td>-------------------------</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>-------------------------</td>
</tr>
<tr>
<td>ヤドカリ</td>
</tr>
<tr>
<td>まき</td>
</tr>
<tr>
<td>貝</td>
</tr>
<tr>
<td>から</td>
</tr>
<tr>
<td>中</td>
</tr>
<tr>
<td>貝がら</td>
</tr>
<tr>
<td>それで</td>
</tr>
<tr>
<td>体</td>
</tr>
<tr>
<td>成長</td>
</tr>
<tr>
<td>なんと</td>
</tr>
<tr>
<td>とき</td>
</tr>
<tr>
<td>ほか</td>
</tr>
<tr>
<td>海</td>
</tr>
<tr>
<td>観察</td>
</tr>
<tr>
<td>相手</td>
</tr>
<tr>
<td>はじめ</td>
</tr>
<tr>
<td>入り口</td>
</tr>
<tr>
<td>きず</td>
</tr>
<tr>
<td>次</td>
</tr>
<tr>
<td>自分</td>
</tr>
<tr>
<td>そして</td>
</tr>
<tr>
<td>空き</td>
</tr>
</tbody>
</table>

2.2.3 特異値分解と対応行列の再構成

次に、表3の「単語と文（テキスト）の対応行列
（X）」に対して、特異値分解（SVD：Singular Value
Decomposition）を行い、行列（X）を三つの積の形
（①単語の特徴を表す行列（単語の特徴ベクトル：
T）②固有値を表す対称行列（固有値ベクトル：S）
③文章の特徴を表す行列（文の特徴ベクトル：D'））
に分解した。

特異値分解は式（1）による。

\[ X = T S D' \]  

（1）

SVDによって得られた各行列より、固有値が大き
い順に二つの要素を選択し、単語及び文の意味空間
を再構成し、再構成された行列（X'）を算出した
（表4）。
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表４．単語・文（センテンス）の対応行列（X’）

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>…</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>ヤドカリ</td>
<td>1.00</td>
<td>0.05</td>
<td>1.28</td>
<td>…</td>
<td>0.88</td>
<td>3.05</td>
</tr>
<tr>
<td>まき</td>
<td>0.05</td>
<td>0.00</td>
<td>0.07</td>
<td>…</td>
<td>0.04</td>
<td>0.16</td>
</tr>
<tr>
<td>具</td>
<td>0.05</td>
<td>0.00</td>
<td>0.07</td>
<td>…</td>
<td>0.04</td>
<td>0.16</td>
</tr>
<tr>
<td>から</td>
<td>0.05</td>
<td>0.09</td>
<td>0.02</td>
<td>…</td>
<td>0.18</td>
<td>0.14</td>
</tr>
<tr>
<td>中</td>
<td>0.08</td>
<td>0.18</td>
<td>0.01</td>
<td>…</td>
<td>0.35</td>
<td>0.21</td>
</tr>
<tr>
<td>貝がら</td>
<td>0.32</td>
<td>0.61</td>
<td>0.10</td>
<td>…</td>
<td>1.24</td>
<td>0.85</td>
</tr>
<tr>
<td>それで</td>
<td>0.07</td>
<td>-0.02</td>
<td>0.10</td>
<td>…</td>
<td>0.03</td>
<td>0.22</td>
</tr>
<tr>
<td>体</td>
<td>0.24</td>
<td>0.00</td>
<td>0.31</td>
<td>…</td>
<td>0.19</td>
<td>0.73</td>
</tr>
<tr>
<td>成長</td>
<td>0.07</td>
<td>-0.02</td>
<td>0.10</td>
<td>…</td>
<td>0.03</td>
<td>0.22</td>
</tr>
<tr>
<td>なんで</td>
<td>0.06</td>
<td>0.09</td>
<td>0.04</td>
<td>…</td>
<td>0.19</td>
<td>0.18</td>
</tr>
<tr>
<td>とき</td>
<td>0.05</td>
<td>0.06</td>
<td>0.04</td>
<td>…</td>
<td>0.13</td>
<td>0.15</td>
</tr>
<tr>
<td>ほか</td>
<td>0.05</td>
<td>0.06</td>
<td>0.04</td>
<td>…</td>
<td>0.13</td>
<td>0.15</td>
</tr>
<tr>
<td>海</td>
<td>0.06</td>
<td>-0.02</td>
<td>0.08</td>
<td>…</td>
<td>0.02</td>
<td>0.17</td>
</tr>
<tr>
<td>観察</td>
<td>0.06</td>
<td>-0.02</td>
<td>0.08</td>
<td>…</td>
<td>0.02</td>
<td>0.17</td>
</tr>
<tr>
<td>相手</td>
<td>0.06</td>
<td>0.35</td>
<td>-0.10</td>
<td>…</td>
<td>0.62</td>
<td>0.13</td>
</tr>
<tr>
<td>はじめ</td>
<td>0.04</td>
<td>0.05</td>
<td>0.03</td>
<td>…</td>
<td>0.11</td>
<td>0.11</td>
</tr>
<tr>
<td>入り口</td>
<td>0.03</td>
<td>0.15</td>
<td>-0.03</td>
<td>…</td>
<td>0.28</td>
<td>0.07</td>
</tr>
<tr>
<td>きず</td>
<td>0.00</td>
<td>0.03</td>
<td>-0.02</td>
<td>…</td>
<td>0.05</td>
<td>-0.01</td>
</tr>
<tr>
<td>次</td>
<td>-0.01</td>
<td>0.10</td>
<td>-0.06</td>
<td>…</td>
<td>0.16</td>
<td>-0.04</td>
</tr>
<tr>
<td>自分</td>
<td>0.16</td>
<td>0.10</td>
<td>0.16</td>
<td>…</td>
<td>0.28</td>
<td>0.46</td>
</tr>
<tr>
<td>そして</td>
<td>-0.01</td>
<td>0.07</td>
<td>-0.05</td>
<td>…</td>
<td>0.10</td>
<td>-0.04</td>
</tr>
<tr>
<td>空気</td>
<td>0.04</td>
<td>0.05</td>
<td>0.03</td>
<td>…</td>
<td>0.11</td>
<td>0.12</td>
</tr>
</tbody>
</table>

※ 縦軸：単語，横軸：文（センテンス）
※ S4〜S13 は，紙幅の関係から省略

2.2.5 一貫性の計算
表５に示されている通り，赤の太数字は隣接の文の相関係数である，それぞれの平均値は文章の一貫性的結果と捉えることができる。LSAによる文章1の一貫性は0.68215であった。

3．結果と考察
3.1 結果
以上の計算方法による5篇の説明文の一貫性の結果は表6に示す。表6より，5篇の説明文の一貫性の結果は0.5〜0.8の区間に集中していることが明らかとなった。5篇の説明文は語彙教科書に掲載されているものであり，模範的で，つながりのよい文章であると考えられる。文章の一貫性測定へのLSAの適用可能性が高いと考えられる。

表6．一貫性の結果

<table>
<thead>
<tr>
<th>文章</th>
<th>coherence</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. ヤドカリのすみかえ</td>
<td>0.682</td>
</tr>
<tr>
<td>2. おおばこ</td>
<td>0.543</td>
</tr>
<tr>
<td>3. カブトガニを守る</td>
<td>0.709</td>
</tr>
<tr>
<td>4. 恐竜を探る</td>
<td>0.704</td>
</tr>
<tr>
<td>5. 人類は滅びるか</td>
<td>0.794</td>
</tr>
</tbody>
</table>

3.2 考察
本論文では，小学校国語教科書の説明文を題材に，説明文の一貫性の自動測定方法を検討した。LSAによる一貫性の測定に定量的に示すことが可能である点が明らかとなった。一貫性の結果に影響を与える要素は以下のようにまとめられる。

1）文章の文字数はひとつ要素であると考えられる。本論文では，一貫性の結果が最も低い文章は「おおばこ」であり，文字数は最も少なかった。結果が最も高い文章は人「類は滅びるか」であり，文字数は最も多かった。こうしたことから，文字数が多いほど，LSAによる一貫性の結果が精细となる点が推察される。今後，文字数が多い文章を厳選した上で，実験による再検討が必要であると考えられる。

2）本研究では，5篇の模範説明文を用いて一貫性の測定を試みた。一貫性の結果が0.5〜0.8という区間に集中していた。今後，文章の数を増や
し、実験を行うことで、つながりのよい模範的な説明文の一貫性の結果がどの区間で集中するか検討を行うことが課題として残される。

3）LSAによる一貫性の計算前に、測定の精度を高めるために予め大量の言語文集であるテキストコーパスを作成する必要がある。今後、テキストコーパスを作成し、一貫性を再計算することが必要である。

4）今回は説明文を題材とし、一貫性の測定の検討を行った。今後、他の体裁の文章を用いて、一貫性の測定を試みるべきがあると考えられる。

注:
[1] 本論文は深圳大学人文社会科学基金項目“日本語読解力向上測定方法に関する研究”(項目号11QNCG10)の研究成果に基づいて作成したものである。
[2] 5篇の説明文の作者は以下の通りである。

<table>
<thead>
<tr>
<th>作者</th>
</tr>
</thead>
<tbody>
<tr>
<td>文章1: ヤドカリのすみかを</td>
</tr>
<tr>
<td>文章2: おおばこ</td>
</tr>
<tr>
<td>文章3: カブトガニを守る</td>
</tr>
<tr>
<td>文章4: 恐竜を探る</td>
</tr>
<tr>
<td>文章5: 人類は滅びるか</td>
</tr>
</tbody>
</table>
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ABSTRACT

Textual coherence defines the connexity in a sense between different parts of a paragraph of texts or a discourse. When these parts are out of the connexity, there would be that utter words do not hang together, it makes people unintelligible. Only coherent discourse or texts can be read and understood. Therefore, coherence is the key criteria to measure the integrity, consistency and quality of a discourse. However, there is no quantitative measuring coherence approach for Japanese language. So, based on the latent semantic analysis, this research aims to present the viewpoint and method of quantitative measurement in textual coherence area, and also discuss the textual coherence auto-measuring approach with the theme of primary school Chinese notebook expository article.
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