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Abstract

Whistler mode chorus emissions are one of frequently observed plasma

waves in the Earth’s inner magnetosphere. Chorus emissions are generated

near the magnetic equator through an instability driven by anisotropic elec-

trons injected into the inner magnetosphere. Chorus emissions scatter en-

ergetic electrons in pitch angle, and precipitation of electrons as a result

of the pitch angle scattering is one of candidate processes causing diffuse

and pulsating auroras [e.g., Nishimura et al., 2010; 2011; Nishiyama et al.,

2011; Miyoshi et al., 2010; 2015]. Chorus emissions are characterized by a

sequence of intense and coherent wave elements with a frequency sweep, and

rising tones are observed more frequently than falling tones. The frequency

sweep is a strong evidence that non-linear processes are responsible for chorus

generation [Omura et al., 2008; 2009; Katoh et al., 2007a, b].

Electromagnetic ion cyclotron (EMIC) waves are another mode of plasma

waves in the inner magnetosphere. EMIC waves are generated by anisotropic

ions and scatter energetic ions in pitch angle, driving proton aurora [e.g., Yah-

nin et al., 2007; Sakaguchi et al., 2008; Nomura et al., 2012; Nishimura et

al., 2014]. Recently, EMIC waves with rising tones are discovered by satellite

observations in the magnetosphere [e.g., Pickett et al., 2010; Sakagushi et al.,

2013; Nakamura et al., 2014]. Furthermore, Nomura et al. (2016) reported

that simultaneous observation of rising tone EMIC waves and pulsating pro-
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ton aurora, and suggested that there is a strong relation between proton

precipitation with pulsation and rising tone EMIC waves. These pitch angle

scattering by wave-particle interaction not only causes the auroral precipi-

tation but also plays an important role in loss of ring current particles [e.g.,

Jordanova et al., 1997]. Therefore, both chorus and EMIC waves are signif-

icant plasma waves closely related to the inner magnetospheric and auroral

dynamics, and involve nonlinear wave-particle interaction processes.

A number of previous studies treat the pitch angle scattering of energetic

particles (electrons or ions) as the diffusion process in the velocity phase

space density and calculate diffusion coefficients from wave spectrum [e.g.,

Kennel and Engelmann, 1966; Lyons 1971; Thorne et al., 2010; Tao et al,

2011]. However, we cannot evaluate the nonlinearity of pitch angle scattering

with the assumption of the diffusion model. In the quasi-linear regime, we

assume that the pitch angle distribution of particles is gradually diffused by

weak amplitude waves in the timescale of one hour. On the other hand, the

nonlinear process [Omura et al., 2008; 2009; Hikishima et al., 2009] indicates

that one chorus element strongly scatter particles in pitch angle. Simulation

of rising tone EMIC waves also predict that the waves strongly scatter the

pitch angle of protons toward the loss cone in short time scale [Omura et al.,

2010; Shoji and Omura, 2013].

Direct evidence of wave-particle interaction is needed because we cannot

quantitatively compare the distribution of particles and spectrum or wave-

form data in the time scale enough to resolve wave-particle interactions due

to the limitation of the time resolution. Moreover, details of the physical pro-

cess occurring in a short time scale are still unclear. We should also discuss

the evolution of the distribution function of electrons or protons through non-

linear wave-particle interaction and validate assumptions used in theoretical
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studies. The aims of this thesis are to establish the method of direct detec-

tion of nonlinear pitch angle scattering and to understand the basic process

of nonlinear pitch angle scattering using simulation and observation data.

In chapter 2, we propose the general method to directly detect pitch an-

gle scattering of energetic particles caused by plasma waves and focus on the

pitch angle scattering of electrons caused by chorus emissions in the simula-

tion system. Wave-Particle Interaction Analyzer (WPIA), a new instrument

proposed by Fukuhara et al. (2009), measures the relative phase angle be-

tween the wave magnetic field vector and the velocity vector of each particle

and calculates the energy exchange from waves to particles. We expand its

applicability by proposing a method of using the WPIA to directly detect

pitch angle scattering of resonant particles by plasma waves by calculating

newly proposed G values. The G value is defined as the accumulation value

of the Lorentz force acting on each particle and indicates the lost momentum

of waves. We apply the proposed method to the results of a one-dimensional

electron hybrid simulation reproducing the generation of whistler mode cho-

rus emissions [Katoh and Omura, 2007a, b]. Using the wave and particle data

obtained at fixed observation points assumed in the simulation system, we

conduct a pseudo-observation of the simulation result using the WPIA and

analyze the G values. Our analysis yields significant values indicating the

strong pitch angle scattering for electrons in the kinetic energy and pitch an-

gle ranges satisfying the cyclotron resonance condition with the reproduced

chorus emissions. The results of this study demonstrate that the proposed

method enables us to directly and quantitatively identify the location at

which pitch angle scattering occurs in the simulation system.

In chapter 3, we focus on the the pitch angle scattering of energetic ions

caused by rising tone EMIC waves observed by THEMIS satellites, and apply
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the proposed method of WPIA to detect the pitch angle scattering. The

Electrostatic Analyzer (ESA) installed on the THEMIS can detect ions in

the energy range from 5 eV up to 25 keV with 32 energy channels. The

ESA is designed with 180 degrees × 6 degrees fields-of-view and sweeps out

4π steradians each 3 s spin period. Since the maximum azimuthal angle

resolution of the ESA burst-mode data is 22.5 degrees, the time resolution of

the count rate detected by the ESA is 6 ms. The sampling frequency of burst-

mode data of both the Electric Field Instrument (EFI) and the Fluxgate

Magnetometer (FGM) are 128 Hz. Therefore, the THEMIS data of particles

and waves have enough time resolutions to be applied the WPIA method to

rising tone EMIC waves observed in the frequency range of 1 Hz. Using these

plasma particle and wave data, we calculate the proposed G values with 90

s sliding time window. As a result of the analysis, we successfully detect the

pitch angle scattering of ions by observation data. Furthermore, we compare

the simulation results reproduced by an ion hybrid code [Shoji and Omura,

2011; 2013] and THEMIS observation. The both data show good agreement

each other.

In chapter 4, we investigate the theoretical understanding of pitch angle

scattering, especially low pitch angle electrons closely related to the auroral

precipitation. Conventionally, it is considered that particles that satisfy the

cyclotron resonance condition in the energy range from a few keV to tens keV

are scattered toward the loss cone by whistler mode waves. Li et al. (2015)

indicates, however, that low pitch angle particles tend to be scattered away

from the loss cone by coherent whistler mode waves. Omura et al. (1991)

reviewed the study of the motion of particles under the presence of coherent

waves and represented the equation of motion of particle near the resonance

condition as a pendulum equation. The derivation of the equation needs
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assumptions that the wave amplitude is sufficiently small compared to the

ambient magnetic field [Dysthe, 1971] and the pitch angle of particles is not

small [Nunn, 1974]. In this chapter, we derive the equation of the motion

of particles without both assumptions. The term that has been ignored

previously means the Lorentz force caused by the wave magnetic field and

the parallel velocity of particles. We clarify that particle near the loss cone

satisfying the cyclotron resonant condition are scattered away from the loss

cone, due to Ew and v∥ × Bw Lorentz force. In order to reproduce the pitch

angle scattering caused by chorus emissions, we carry out a test particle

simulation using the simulation system along a dipole magnetic field line

and a whistler mode wave model. The results of test particle simulation are

consistently explained by the nonlinear theory we derived. Furthermore, we

estimate the modulation of pitch angle distribution while electrons encounter

one wave packet of chorus emissions using an amount of particles in the pitch

angle range from 0 to 90 degrees. Our results indicate that most of electrons

near the loss cone scattered away from the loss cone and build a bump of

distribution at the moderate pitch angle satisfying the cyclotron resonant

condition.

Based on the results and discussion in this thesis, we conclude that the

method we proposed using WPIA for direct detection of nonlinear pitch angle

scattering is useful not only for the interaction between chorus emissions and

electrons but also for the interaction between rising tone EMIC waves and

ions. This method can identify the location at which pitch angle scattering

occurs and the energy and pitch angle ranges in which energetic particles

are effectively scattered. If we can apply the method to observation data of

chorus emissions by ERG satellite, the process of wave-particle interaction

in the magnetosphere will be clarified in detail. The theoretical approach
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in chapter 4 is also significant to understand the fundamental process of

nonlinear wave-particle interaction. The process of scattered electrons away

from the loss cone producing anisotropic distributions is possibly related to

the generation and damping mechanisms of chorus emissions. The proposed

non-linear process should be validated by in-situ observations.
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Chapter 1

Introduction

1.1 Earth’s inner magnetosphere

The Earth has an intrinsic magnetic field, and the magnetosphere is

formed as a consequence of the interaction with the solar wind. In particular,

the dipole magnetic field region of magnetosphere is called the inner mag-

netosphere. In the inner magnetosphere, there are various kinds of plasma

population (Figure 1.1). The plasmasphere is the most dense (∼ 1000 /cc)

and cold (< 10 eV) plasma population in the inner magnetosphere and that

is populated by the outflow of ionospheric plasma along low-latitude mag-

netic field lines. The ring current region consists of energetic particles (1 keV

to a few hundred keV), and radiation belts discovered by James Van Allen

consist of relativistic particles of more than a few hundreds keV. The elec-

tron radiation belts consist of the inner and outer radiation belts, and the

region between them is called a slot region. In the inner magnetosphere, en-

ergetic electrons injected into the inner magnetosphere excite whistler mode

chorus emissions on the dawn side, and injected ions generate electromag-

netic ion cyclotron (EMIC) waves on the dusk side near the plasmapause
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Figure 1.1: Overview of plasma population in the inner magnetosphere.

(Figure 1.2). Generated whistler mode waves and EMIC waves can interact

with relativistic electrons through the cyclotron resonance, and these inter-

actions are candidates of the accerelation and loss process of radiation belts

[e.g., Summers et al., 1998]. In the Figure 1.3, we summarize the significant

wave particle interactions between ring current/radiation belt electrons and

whistler mode/EMIC waves.

1.2 Whistler mode chorus emissions

1.2.1 Brief history of study of whistler mode waves

The discovery of whistler mode wave phenomena is obscure. The first

known report of whistlers is letter to the editor of Nature in 1894. According

to Preece’s paper, telephone operators in Britain heard some strange tones

when they listened to telephone receivers connected to telegraph wire during
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Figure 1.2: Schematic illustration of the spatial distribution of plasma waves
[Summers et al., 1998; Thorne, 2010].

Particle acceleration
[e.g., Summers et al., 1998]

Wave generation
[Kennel and Petschek, 1966;

Omura et al., 2008]

Thermal plasma
<10 eV (~103 /cc)

Relativistic electrons
100 keV ‒ 10 MeV

Pitch angle scattering
→ Proton aurora

[Yahnin et al., 2007]
→ Ring current loss

[Jordanova et al., 1997]

Pitch angle scattering
→ Radiation belts loss

[Miyoshi et al. 2008]

Wave generation
[Cornwall, 1965;
Omura et al., 2010]

Pitch angle scattering
→ Diffuse aurora
[Thorne et al., 2010]

→ Pulsating aurora
[Nishimura et al., 2010]

controlcontrol

Pitch angle scattering
→ Microburst
[Lorentzen et al., 2001]

EMIC waves
~ Hz

Hot electrons
1 ‒ 100 keV

Hot ions
1 ‒ 100 keV

Whistler-mode waves
~  kHz

Figure 1.3: Wave particle interactions in the inner magnetosphere.
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a display of aurora borealis on March 30–31. They reported: “Peculiar and

wend sounds distinctly perceived, some highly-pitched musical notes, oth-

ers resembling murmur of waves on a distant beachʜ” [Preece, 1894]. On

the basis of the current knowledge, we can speculate that ”musical notes”

that the operators had heard were chorus emissions which propagated from

magnetosphere.

Allcock (1957) is probably the initial study of chorus emissions based on

the grand observations. Allcock (1957) investigated the relation between the

geomagnetic activity and the appearance of dawn chorus, and concluded that

there are strong correlation between the occurrence rate of chorus emissions

and the geomagnetic variations. Allcock (1957) also concluded that the en-

try of particles into the magnetosphere at the geomagnetic disturbance cause

the propagation of chorus emissions into the atmosphere along the magnetic

field. Gurnett and O’Brien (1964) reported the first satellite observations

of the whistler mode phenomena made with the satellite Injun 3. The In-

jun 3 was designed and built by researchers at the University of Iowa, and

was launched on December 13, 1962. A VLF detector (a loop antenna) in-

stalled on the Injun 3 successfully detected the whistlers, chorus and hiss

emissions. Furthermore, the observations by the Injun 3 revealed that mi-

crobursts, which are impulsive precipitations of large fluxes of electrons into

the auroral zone, are always accompanied by a group of chorus emissions,

and chorus is not necessarily accompanied by the microbursts [Oliven and

Gurnett, 1968]. Orbiting Geophysical Observatory (OGO) series, the six

satellites launched to conduct diversified geophysical experiments, also de-

tected chorus emissions in the magnetosphere. Burtis and Helliwell (1969)

analyzed the frequency of chorus emissions observed by OGO 1 and OGO

3 and clarified that the chorus emissions are generated near the magnetic

4



(a)
(b)

(c)

(d)

(e)

Figure 1.4: (a) Whistler mode chorus emissions observen by Injun 3 satellite
[Gurnett and O’Brien, 1964] and (b)-(e) observed by THEMIS satellites [Li
et al., 2011]. (b) and (d) show wave electric field and (c) and (e) show wave
magnetic field, respectively.

equator. Using the observation data by OGO 5, Tsurutani and Smith (1974)

investigated the frequency property and existence region of chorus emissions.

Chorus emissions are often observed in two distinct frequency bands, referred

to as upper and lower band chorus, with a gap at half the electron cyclotron

frequency. Chorus emissions are generated near the magnetic equator in as-

sociation with injections of energetic electrons during a geomagnetic storm

or substorm, and propagate along the Earth ʟs magnetic field lines toward

both hemispheres. The most of current knowledge about chorus emissions

are based on Tsurutani and Smith (1974).

1.2.2 Generation process of chorus emissions

Whistler mode chorus emissions are one of the whistler-mode waves and

are frequently observed in the inner magnetosphere [e.g., Tsurutani and

Smith, 1974; Santolik et al., 2003, 2008]. Whistler mode chorus emissions are
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generally characterized by a sequence of intense and coherent emissions with

a frequency shift, and their frequency is less than the cyclotron frequency of

electrons (Figure 1.4). Emissions with a positive or negative frequency sweep

rate are called rising or falling tones, respectively, and rising tones are ob-

served more frequently than falling tones. Whistler mode chorus emissions

are generated near the magnetic equator, in association with injections of

energetic electrons during a geomagnetic storm or substorm [Meredith et al.,

2001; Meredith et al., 2002; Miyoshi et al., 2003], and propagate along the

Earth’s magnetic field lines toward both hemispheres.

The generation process of chorus emissions has been studied over a long

period. Kennel and Petschek (1966) developed a linear growth theory in

which whistler mode waves are generated by an instability driven by a tem-

perature anisotropy in the velocity distribution function of energetic elec-

trons. In the frame of a linear theory, the growth rate of whistler mode waves

is derived from the linearly approximated Vlasov equation as the imaginary

part of the frequency of plasma waves. The linear theory can describe the

generation process of broadband whistler mode waves like hiss emissions, but

cannot explain frequency shifts like chorus emissions. In order to describe

the frequency shift of chorus emissions, Helliwell (1967) proposed the source-

moving model. According to this model, because the cyclotron frequency is

a function of position along the ambient magnetic field, the frequency shift

of generated whistler mode waves is related to the variation of the location

where waves interact with electrons. Trakhtengerts (1995) and Trakhtengerts

et al. (1999) proposed the Backward Wave Oscillator (BWO) model, and the

concept of the BWO model is close to the Helliwell ʟs source-moving model.

According to the BWO model, a step-like distribution of energetic electrons

formed by noise-like emissions behaves like a beam, and a generation point
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of a wave moves.

On the other hand, Omura et al. (2008, 2009) proposed a nonlinear wave

growth theory for the generation mechanism of rising tone chorus emissions,

and emphasized the importance of resonance currents formed by untrapped

resonant electrons under the process of an electromagnetic electron hole in

velocity phase space. The electromagnetic electron hole is produced by de-

pletion of velocity phase space due to nonlinear interactions between a coher-

ent whistler mode wave and resonant electrons moving along the field lines

around the magnetic equator. The presence of the hole results in the forma-

tion of nonlinear resonant currents that contribute to the growth of coherent

wave elements with a specific phase variation with significantly large growth

rate rather than the linear growth rate. Based on the results of previous

theoretical and simulation studies on chorus emissions, the nonlinear theory

is promising and can be verified by obtaining evidence of an electromagnetic

electron hole in the equatorial region of the inner magnetosphere during typ-

ical chorus events. However, the greatest difficulty with regard to direct

measurements is that the hole is formed in a specific phase range relative to

the wave magnetic field vector rotating with the wave frequency, which is

several kilohertz in the inner magnetosphere. This is a crucial problem for

conventional plasma instruments.

1.2.3 Pitch angle scattering and pulsating aurora

Pitch angle scattering of energetic electrons caused by whistler mode cho-

rus emissions is a significant wave-particle interaction in the Earth’s magneto-

sphere. Previous studies suggested that whistler mode chorus emissions play

a dominant role in pitch angle scattering of energetic electrons in the kinetic

energy range from a few to tens of keV, which is closely related to precipita-
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tion contributing to diffuse aurora [e.g., Thorne et al., 2010; Nishimura et al.,

2013] and pulsating aurora [Nishimura et al., 2010; 2011; Miyoshi et al., 2010;

2015; Nishiyama et al., 2011], and in the kinetic energy range from hundreds

of keV to a few MeV, contributing to microburst precipitation in the outer

zone of the Van Allen radiation belt [Nakamura et al., 2000; Lorentzen et al.,

2001; Horne and Thorne 2003; Saito et al., 2012]. On the basis of the quasi-

linear diffusion theory, previous studies of pitch angle scattering by whistler

mode chorus emissions [Lyons, 1974; Thorne et al., 2010] evaluated the dif-

fusion coefficients by referring to the observed whistler mode wave intensity

and solved the Fokker-Planck equation for the temporal variation of the pitch

angle distribution of energetic electrons. On the other hand, Hikishima et

al. (2009) showed a nonlinear effect in the pitch angle scattering of energetic

electrons caused by whistler mode chorus emissions. In the same simulation

result, microburst precipitation of electrons in the energy range from 10 to

100 keV, which is considered to be the electron flux scattered by whistler

mode chorus emissions, was detected [Hikishima et al., 2010]. These results

suggest that nonlinear effects of chorus emissions should be considered for

a thorough understanding of pitch angle scattering of energetic electrons in

the magnetosphere.

1.3 Electromagnetic ion cyclotron (EMIC) waves

with frequency shift

Pickett et al. (2010) discovered Electromagnetic Ion Cyclotron (EMIC)

waves with frequency drift are observed by Cluster satellites in the Earth’s

inner magnetosphere. The phenomena are called EMIC triggered emissions

or EMIC rising tones. Following the Cluster observation, various satellites
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have observed the EMIC rising tones [e.g., Akebono: Sakagushi et al., 2013;

THEMIS: Nakamura et al., 2014; RBSP: Engebretson et al., 2015]. In the ini-

tial phase, EMIC waves are generated by anisotropic energetic ions through

the cyclotron resonance [Cornwall, 1965]. Omura et al. (2010) showed that

generation process of the EMIC rising tones could be explained by the non-

linear growth theory that is the same principle and conceptas the nonlinear

generation process of whistler-mode chorus emissions [Omura et al., 2008;

2009]. Shoji and Omura (2011, 2013) successfully reproduced the EMIC

rising tones by the one-dimensional ion hybrid simulation, and the theory

have been compared to observations and simulation. With analogical con-

sideration, we can expect that the ion pitch angle scattering is effectively

caused by the EMIC rising tones like an interaction between the whistler

mode chorus emissions and energetic electrons. Indeed, the velocity distri-

bution function of ions is strongly modulated by the EMIC rising tones in

the simulation [Shoji and Omura, 2013]. As whistler mode chorus emis-

sions scatter energetic electrons and precipitated electrons cause diffuse and

pulsating aurora, the precipitated ions by pitch angle scattering caused by

EMIC waves may cause the proton aurora. Indeed, observation reported by

Yahnin et al. (2007) also indicated that the proton precipitation caused by

pitch angle scattering of EMIC waves caused the proton aurora. In the re-

cent study, Nomura et al., (2016) reported the simultaneous observation of

EMIC rising tones and pulsating proton aurora, and suggested that there is

the strong relation between proton precipitation with pulsation and EMIC

rising tones. These pitch angle scattering by wave-particle interaction is not

only the cause of the auroral precipitation but also plays an important role

in loss of ring current particles [e.g., Cornwall et al., 1970; Jordanova et al.,

1997]. Thus both chorus and EMIC waves are fundamental modes of waves
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in the inner magnetospheric and auroral dynamics, and involve non-linear

wave-particle interaction processes.

1.4 Theory of pitch angle scattering

In this section, we summarize a brief review of theory of pitch angle

scattering of plasma particles caused by plasma waves.

1.4.1 Quasi-linear diffusion model

The Vlasov equation of colisionless plasmas is given by

∂f

∂t
+ v ·∇f +

q

m
(E + v ×B) · ∂f

∂v
= 0. (1.1)

Kennel and Engelmann (1966) and Lerche (1968) showed the quasi-linear

diffudsion formula of resonant diffusion from equation (1.1), and Lyons et

al. (1971) and Lyons (1974) represented the general quasi-linear diffusion

equation.

∂f

∂t
= ∇v · (

←→
D ·∇vf) (1.2)

=
1

v sinα

∂

∂α
sinα

(
Dαα

1

v

∂f

∂α
+Dαv

∂f

∂v

)
+

1

v2
∂

∂v
v2

(
Dvα

1

v

∂f

∂α
+Dvv

∂f

∂v

)
.

(1.3)

Diffusion coefficient is written as a summation over all harmonic resonance

n:
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Dαα =
∞∑

n=−∞

∫ ∞

0

k⊥dk⊥D
nk⊥
αα , (1.4)

Dαv = Dvα =
∞∑

n=−∞

∫ ∞

0

k⊥dk⊥D
nk⊥
αv , (1.5)

Dvv =
∞∑

n=−∞

∫ ∞

0

k⊥dk⊥D
nk⊥
vv , (1.6)

where

Dnk⊥
αα = lim

V→∞

πq2

(2π)2V m2

(
− sin2 α + nΩ/ω

cosα

)2 |Θnk|2

|v∥ − ∂ω/∂k∥|

∣∣∣∣
k∥=k∥res

, (1.7)

Dnk⊥
αv = Dnk⊥

αα

(
sinα cosα

− sin2 α + nΩ/ω

)
|k∥=k∥res

, (1.8)

Dnk⊥
vv = Dnk⊥

αα

(
sinα cosα

− sin2 α + nΩ/ω

)2

|k∥=k∥res
, (1.9)

and

Θnk =
Ek,RJn+1 + Ek,LJn−1√

2
+

v∥
v⊥

Ek,∥Jn. (1.10)

V , q, m are the volume, the charge, and the rest mass of plasma, respec-

tively, v is the velocity of a particle. ω and k are frequency and wave number

of plasma waves. Subscripts ⊥ and ∥ refer to the componets of perpendicu-

lar and parallel to the ambient magnetic field B0. Ω = qB0/m is the gyro

frequency and Jn is the Bessel functions of k⊥v⊥/Ω.

Assuming that the wave spectrums are a Gaussian distribution [e.g.,

Lyons, 1974; Albert, 1999; Glauert and Horne, 2005], we can use the fol-

11



lowing expressions.

B2
w(ω) =

⎧
⎪⎨

⎪⎩

A2 exp
(
−
(
ω−ωm
δω

)2)
(ωmin ≤ ω ≤ ωmax)

0 (otherwise),
(1.11)

where

A2 =
|Bw|2

δω

2√
π

[
erf

(
ωm − ωmin

δω

)
+ erf

(
ωmax − ωm

δω

)]−1

. (1.12)

Furthermore, Summers (2005) approximated that wave propagation di-

rection is purely parallel to B0 and the relativistic diffusion coefficient is

given by

Dαα =
πΩ2

σ

2ν|Ωe|γ2
∑

s

∑

j

R
(
1− x cosα

yβ

)2 ∣∣∣dxdy
∣∣∣

δx
∣∣∣β cosα− dx

dy

∣∣∣
exp

[
−
(
x− xm

δx

)2
]
, (1.13)

where ν =
√
πerf((ωmax − ωmin)/(2δω)), x = ωj/Ω, y = ckj/Ω, β = v/c,

γ = 1/
√

1− β2, R = B2
w/B

2
0 . The summations are carried out over the

wave modes indicated by s = −1 (R-mode) and s = 1 (L-mode), and over

the resonant frequency ωj and wave number kj corresponding to each wave

mode.

One of the remarkable points of the quasi-linear diffusion model is Dαα

indicating the intensity of pitch angle diffusion is proportional to the the

square of the wave amplitude, and the direction of pitch angle scattering is

defined by the gradient of the phase space density, e.g., ∂f
∂α and ∂f

∂v . Waves

are treated as the weak turbulence and pitch angle scattering is treated as a

12



diffusion as a summation of random small scatterings regardless of the basic

physics.

1.4.2 Nonlinear theory

Whistler mode chorus emissions are generated by anisotropic energetic

electrons in the energy range of a few to tens of keV, and scatter these

electrons in pitch angle. Pitch angle scattering of energetic electrons caused

by whistler mode chorus emissions at the magnetosphere is a strong candidate

of the pulsating auroral precipitation into the ionosphere [e.g., Nishimura et

al., 2010; Nishiyama et al., 2011; Miyoshi et al., 2015]. The process of pitch

angle scattering are commonly expressed as a diffusion in the quasilinear

theory [e.g., Lyons, 1974], and the results of the Fokker-Plunk simulation

using the quasilinear theory concluded that the pitch angle distribution of

anisotropic electrons is gradually diffused toward the loss cone by the weak

amplitude waves in the timescale of one hour [Thorne et al., 2010]. On the

other hand, nonlinear theory predicts that most of particles are scattered

toward the loss cone and some particles in the specific phase are trapped

and scattered away from the loss cone [Bortnik et al., 2008, Hikishima et al.,

2009]. Omura et al. (1991) reviewed the study of the motion of particles

in the waves and represented the equation of motion of particle near the

resonance condition as a pendulum equation. The derivation of the equation

needs assumptions that the the wave amplitude is sufficiently small compared

to the ambient magnetic field [Dysthe, 1971] and the pitch angle of particles

is not so small [Nunn, 1974]. As previous derivation, the basic equations are

13



expressed by the pendulum equations as following:

dζ

dt
= θ, (1.14)

dθ

dt
= ωtr(sin ζ + S). (1.15)

S parameter, so-called the inhomogeneity factor, is determined frequency

sweep rate of coherent waves and gradient of ambient magnetic field inten-

sity. Figure 1.5 shows the trajectories of electrons in the ζ-θ phase space in

the case of the S = −0.4. The most of resonant particles encountering the

coherent waves move around the outer circumference of the closed trajectory

(electromagnetic electron hole) indicated white region of Figure 1.5. There-

fore, the particles lose their energy and pitch angle. Figure 1.6 indicates

the spatial profiles of S parameter and electromagnetic electron hole in the

ζ-θ phase space. The nonlinear interaction is effectively cased at the near

equator region. Bortnik et al. (2008) revealed that the scattering property

was defined by the ration between the gradient of the ambient magnetic field

and wave intensity, and the pitch angle scattering effectively shows strong

nonlinearity in the case of large amplitude (Figures 1.7 and 1.4.2). However,

However, the simulation result introduced by Li et al. (2015) indicates that

all electrons near the loss cone scattered toward 90 degrees pitch angle away

from the loss cone (Figure 1.9). This motion of particles are not expected

from the nonlinear theory introduced in this section.
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Un-trapped

Trapped

Figure 1.5: The trajectories of electrons in the ζ-θ phase space for S = −0.4.
[after Omura et al., 2008, 2009; Hikishima et al., 2009, 2010]

Figure 1.6: Spatial stracture of S parameter and elecromagnetic electron hole
in the ζ-θ phase space.[Omura et al., 1991]
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Figure 1.8: The categorization of wave particle interaction by the ration
between the gradient of the ambient magnetic field and wave intensity at
L = 5 [Bortnik et al., 2008].

1.5 Wave-Particle Interaction Analyzer (WPIA)

On the JAXA satellite mission Exploration of energization and Radia-

tion in Geospace (ERG), a software-type Wave-Particle Interaction Analyzer

(WPIA) is installed to directly and quantitatively detect wave-particle in-

teractions between whistler mode chorus emissions and energetic electrons

[Miyoshi et al., 2012]. The WPIA is a new instrument proposed by Fukuhara

et al. (2009) and measures the relative phase angle between the wave mag-

netic field vector and the velocity vector of each particle so as to calculate

the energy exchange between waves and particles [Katoh et al., 2013]. The

onboard processing by the software-type WPIA is not real-time. All velocity

vectors of detected particles and waveforms of electromagnetic fields mea-

sured in a certain time interval will be once stored to the onboard memory,

and later the onboard CPU reads out the stored data and conducts computa-

tions. The WPIA is important because this method enables us to measure the
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Figure 1.9: The trajectories of low pitch angle electrons interacted with
coherent whistler mode waves along the magnetic field [after Li et al., 2015].
The vertical axis indecate pitch angle of electrons at the magnetic equator.

energy exchange regardless of whether the physical process governing wave-

particle interactions in the observed phenomenon is linear, quasi-linear, or

nonlinear. Ergun et al. (1991) also introduced the concept of measuring

wave-particle interactions using the Wave-Particle Correlator (WPC) but

they measured only the correlation between the particle distribution and the

waveform of electrostatic waves. The WPIA differs from the WPC because

it measures not only the phase relation of particles with respect to the wave-

form but also a specific physical quantity derived from the computation of

the measured wave electromagnetic field and velocity vectors. As a mea-

surable value obtained by the WPIA, Fukuhara et al. (2009) introduced

I = q
∑

i Ew(ti) · vi, where q, vi, ti, and Ew are the charge, velocity, and

timing of the detection of the i−th particle, and the wave electric field vec-

tor as a function of time, respectively. The I value is the accumulated value

of the time variation of the kinetic energy of particles. Katoh et al. (2013)
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formulated the I value as the Joule heat of resonance particles gained from

plasma waves, which is expressed as W =
∫∫∫

qEw(t) · vf(v)dv. For direct

measurement of pitch angle scattering, we should consider another physical

value to measure using the WPIA.

1.6 Purpose of this thesis

Pitch angle scattering of electrons and protons caused by chorus emissions

and EMIC waves containing rising tones in frequency, respectively, are essen-

tially nonlinear wave-particle interaction processes. However, there has not

been sufficient direct detection in the observational study. Furthermore, the

theoretical understanding of pitch angle scattering is also not sufficient. The

general purposes of this thesis are to establish the method of direct detection

of nonlinear pitch angle scattering and to understand the basic process of

nonlinear pitch angle scattering using simulation and observation data. In

chapter 2, we focus on the pitch angle scattering of electrons caused by cho-

rus emissions in the simulation system, and we propose a method method to

directly detect pitch angle scattering of energetic particles caused by plasma

waves. Moreover, we show the utility of the proposed method by comparing

simulation and observation data. In chapter 3, we focus on the the pitch an-

gle scattering of energetic ions caused by rising tone EMIC waves observed by

THEMIS satellites, and apply the proposed method of WPIA to detect the

pitch angle scattering. Through analyzing the observation data, we evaluate

the pitch angle scattering quantitatively from observation using our proposed

method. In chapter 4, we investigate to understand the basic mechanism of

nonlinear pitch angle scattering, especially low pitch angle electrons closely

related to the auroral precipitation. Using test particle simulation data, we

19



clarify and evaluate the scattering process theoretically.
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Chapter 2

Method for direct detection of

pitch angle scattering of

energetic particles caused by

plasma waves

In this chapter, we propose a method of directly and quantitatively de-

tecting pitch angle scattering of energetic particles caused by plasma waves

using the WPIA. First, in section 1, we formulate the measurable value for

detecting pitch angle scattering using the momentum variation of particles

and wave electromagnetic fields. Next, we briefly describe simulation results

of the generation of chorus emissions [Katoh and Omura, 2007a, b] in section

2, and we evaluate the feasibility of the proposed method by conducting a

pseudo-observation of the simulation results using the WPIA in section 3. In

section 4, we discuss in-situ measurements by the proposed method in the

magnetosphere. Section 5 summarizes this study.
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2.1 Measurable values of the WPIA

In this section, we derive the measurable values of the WPIA for pitch

angle scattering of plasma particles by plasma waves. The pitch angle α is

defined as

α = tan−1

(
v⊥
v∥

)
= tan−1

(
p⊥
p∥

)
, (2.1)

where v⊥ and v∥ are the perpendicular and parallel components of the veloc-

ity vector v of a particle, respectively, and p⊥ and p∥ are the perpendicular

and parallel components of the momentum vector p, given by p = mγv, re-

spectively. Further, m and γ are the rest mass of the particle and the Lorentz

factor, respectively. In this study, we define the pitch angle of particles in a

range from 0 to 180◦.

Differentiating both sides of equation (2.1), we obtain the following equa-

tions:

dα

dt
=

1

p

(
dp⊥
dt

cosα−
dp∥
dt

sinα

)
=

1

p

dp

dt
· eα, (2.2)

where p = |p|, and eα is a unit vector in the direction of increasing pitch

angle (see Figure 2.1); eα is defined as
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Figure 2.1: Geometric relationships among p, e∥, e⊥, and eα. Note that all
vectors in this figure are defined in the p∥–p⊥ plain.

eα = e⊥ cosα− e∥ sinα. (2.3)

Equation (2.2) shows that the variation of the pitch angle with time is equal

to the component of the time differentiation of the momentum along eα.

Because the time variation of the momentum is equal to the force acting on

a particle, the pitch angle variation caused by wave-particle interaction is

expressed by the Lorentz force due to wave electromagnetic fields. Equation

(2.2) is rewritten as

Fα = q (Ew + v ×Bw) · eα = p
dα

dt
. (2.4)

Because the magnitude of the momentum p of a particle depends on the ki-
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netic energy K as described by K =
√
p2c2 +m2c4−mc2, we should consider

that the significance of the same Fα changes depending on its kinetic energy.

If we choose particles in a certain kinetic energy range, we can treat p as

constant and Fα as simply indicating the pitch angle component of the force

acting on the particles.

Katoh et al. (2013) formulated the measurable value of the WPIA for

determining the energy exchange between waves and particles as the moment

of the velocity distribution function about the energy exchange dK
dt , which

represents the Joule heat. Following Katoh et al. (2013), we define G as the

moment of the velocity distribution function f(v, t) about the Lorentz force

by the wave electromagnetic field acting on particles, which is expressed as

G =

∫∫∫
q (Ew + v ×Bw) · eαf(v, t)dv. (2.5)

G is the pitch angle component of the momentum exchanged from waves to

particles during a unit time; in other words, G represents the accumulated

momentum of the resonant particles in the direction of varying pitch angle

during a unit time. If G > 0, the particles gained momentum from waves

in the direction of increasing pitch angle, and if G < 0, the particles gained

momentum in the direction of decreasing pitch angle. Note that the time

variation of the pitch angle is also caused by the ambient magnetic field, but,

considering the Lorentz force caused by the wave electromagnetic field, G

shows only the pitch angle variation due to wave-particle interactions.

To discriminate scattered particles from other particles, we define g as a

function of v and time:

g(v, t) = q (Ew + v ×Bw) · eαf(v, t). (2.6)
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G is expressed in terms of g as

G =

∫∫∫
g(v, t)dv. (2.7)

Because g is the distribution of the amount of momentum exchange in the

direction of varying pitch angle, g(v, t) shows the time and the location in

velocity space at which momentum is effectively exchanged between waves

and particles. Because we define the pitch angle in a range from 0 to 180◦,

positive g in the range from 0 to 90◦ and negative g in the range from 90 to

180◦ shows that particles are moving away from the loss cone, and negative g

in the range from 0 to 90◦ and positive g in the range from 90 to 180◦ shows

that particles are moving toward the loss cone.

Practically, we calculate the g values from data for a finite number of

particles. Let N be the number of particles in a finite energy range, in a

finite solid angle range, and in a finite time interval in a unit area. Then the

g value calculated from discrete data in energy-pitch angle space is expressed

as

g(K,α, t) =
1

2π sinα∆K∆α∆t

m2

K

γ5

γ + 1

1

n · v̂

N∑

K≤Ki≤K+∆K
α≤αi≤α+∆α

t≤ti≤t+∆t

(Fα)i, (2.8)

where m, n, and v̂ are the rest mass of the particles, the normal vector to

the detection plane, and a unit vector in the direction of v, respectively, and

(Fα)i = q (Ew(ti) + vi ×Bw(ti)) · (eα)i, (2.9)

where i is the particle index, and ti is the time at which the i-th particle is

detected. For the details of the derivation of equation (2.8), see the Appendix.
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If the waves scatter the pitch angle of electrons and then the distribution

function f in the φ direction is modulated on a time scale corresponding

to the wave frequency, g integrated over φ is expected to show a significant

value. In contrast, if there are no wave-particle interactions, g is negligible

small.

The g value contains statistical fluctuations because it is calculated by

accumulating a finite number of particles. According to the central limit

theorem, because we can assume that the accumulated g follows a normal

distribution function, we can estimate the fluctuation of the g value by eval-

uating the standard deviation of the distribution, which is given by

σg(K,α, t) = Λ

√√√√√√√√√

N∑

K≤Ki≤K+∆K
α≤αi≤α+∆α

t≤ti≤t+∆t

((Fα)i)
2 − 1

N

⎛

⎜⎜⎜⎜⎝

N∑

K≤Ki≤K+∆K
α≤αi≤α+∆α

t≤ti≤t+∆t

(Fα)i

⎞

⎟⎟⎟⎟⎠

2

, (2.10)

where Λ is expressed as

Λ =
1

2π sinα∆K∆α∆t

m2

K

γ5

γ + 1

1

n · v̂ . (2.11)

As the relation between G and g is expressed by equation (2.7), we can

also calculate the G values from discrete particle data using the following

equation:

G =
∑

K,α

g(K,α, t)
2πv sinα

γ3
∆K∆α. (2.12)

According to the law of error propagation, we can also evaluate the statistical

fluctuation of G as σG:
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σG =

√√√√
∑

K,α

(
σg(K,α, t)

2πv sinα

γ3
∆K∆α

)2

. (2.13)

Therefore, by calculating the G values with σG, we can detect whether the

particle population gains momentum in the direction of varying pitch angle

because of pitch angle scattering caused by plasma waves, and by evaluating

the g values with the uncertainty σg, we can clarify the energy and pitch

angle range that are scattered.

For purely parallel propagating electromagnetic waves, we use the follow-

ing conditions.

Ew ⊥ Bw, Bw ⊥ v∥, Ew ⊥ v∥, (2.14)

and v⊥ exists in the Ew-Bw plane. The relative phase angle ζ is defined as

the angle between Bw and v⊥ (see Figure 2.2). Using ζ and equation (2.3),

we can rewrite equation (2.9) as

(Fα)i = q (Ew(ti) + vi ×Bw(ti)) ·
(
e⊥ cosαi − e∥ sinαi

)

= q sin ζi(−Ew(ti) cosαi + v∥iBw(ti) cosαi + v⊥iBw(ti) sinαi). (2.15)

For pitch angle scattering of electrons, the first term on the right side of

equation (2.15) describes the pitch angle increase (dαdt > 0) caused by the

increase in v⊥ due to the Coulomb force of the wave electric field. The second

term describes the pitch angle variation caused by the increase in v⊥ due to

the perpendicular component of the Lorentz force of the wave magnetic field.

The third term describes the pitch angle variation caused by the decrease in

v∥ due to the parallel component of the Lorentz force of the wave magnetic

27



Figure 2.2: Definition of relative phase angle ζ.

field. Because G and g calculated from equation (2.15) depends on ζ, the

modulation of the velocity distribution function in ζ results in significant G

and g. In other words, the G and g show identically zero for the case of the

gyro-tropic velocity distribution function and we cannot detect the diffusion

type pitch angle scattering (e.g., quasi-linear diffusion with assumption of

∂f
∂φ = 0, where φ is the gyro-phase) by calculating G and g. In this study,

using equation (2.15) for G and g, we apply the method to simulation results

of purely parallel propagating whistler-mode waves generated by energetic

electrons. The details of the data set are described in the next section.

2.2 Simulation

Katoh et al. (2013) studied the feasibility of the WPIA by conducting a

pseudo-observation of a simulation result reproducing the chorus generation

process [Katoh and Omura, 2007a]. Following the method used in Katoh et

al. (2013) we analyzed the simulation results in order to evaluate the feasi-

bility of the method proposed in the previous section. By a spatially one-

dimensional electron hybrid simulation in an inhomogeneous ambient mag-
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netic field, Katoh and Omura (2007a, b) reproduced the generation process of

whistler-mode chorus emissions in the region close to the magnetic equator.

Chorus emissions emerge from a band of whistler-mode waves excited by an

instability driven by a temperature anisotropy of energetic electrons and are

generated by nonlinear wave-particle interactions [Omura et al., 2008, 2009].

The initial distribution function of anisotropic energetic electrons is given

by the loss cone distribution constructed by summing the bi-Maxwellian dis-

tributions. The characteristics of the chorus generation process have been

studied using the results of electron hybrid simulations [Katoh and Omura,

2007a, b, 2011, Katoh et al., 2008, 2013; Omura et al., 2008, 2009]. In this

simulation, the free energy in generating chorus is mainly supplied by a few

hundred keV electrons Katoh et al. (2013), which is higher than the typi-

cal energy range discussed in previous studies. This is because the limited

computational resources prevent us to use the realistic velocity distribution

of energetic electrons as well as the spatial gradient of the background mag-

netic field in the simulation system. For the details of the numerical scheme

and initial conditions used in the simulation, see Katoh and Omura (2007a,

b).

We analyzed the result of a simulation conducted using the same param-

eters as in [Katoh and Omura, 2007a, b]. Two pseudo-observation points

were fixed in the simulation box at h = ±200 cΩ−1
e , corresponding to the

locations at which the magnetic latitude is about ±8◦ at L = 4, where c and

Ωe are the speed of light and cyclotron frequency of electrons, respectively.

We analyzed the wave electromagnetic fields at these points and the velocity

of particles that passed through them at each time step. Because the simu-

lation system is spatially one-dimensional, waves generated in the simulation

are in the field-aligned propagation mode and are purely electromagnetic.
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Therefore, we used four components of the wave electromagnetic fields (Ex,

Ey, Bx, and By), which are perpendicular to the ambient magnetic field B0,

in the analysis. The velocity of the particles is computed in three dimensions;

therefore, we used three velocity components (vx, vy, and vz) detected at each

time step. Henceforth, the points at h = +200 cΩ−1
e and h = −200 cΩ−1

e are

called points A and B, respectively.

2.3 Results

Figures 2.3 (a) and (b) show wave magnetic field spectra at the fixed

points A and B, respectively. Rising tone chorus emissions are reproduced

in the simulation system. In this simulation, chorus emissions are generated

from the initial thermal noise of energetic electrons near h = ±0 cΩ−1
e , cor-

responding to the magnetic equator, and propagate away from the equator

as their amplitude increases nonlinearly [Katoh and Omura, 2007a].
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Figures 2.4 (a) and (b) show the evolution of the pitch angle distribution

of electrons in the kinetic energy range of 180–220 keV at points A and B,

respectively. Figures 2.5 (a) and (b) show the temporal variation of the dis-

tributions shown in Figures 2.4 (a) and (b) at each time interval, given by

[f(t,α)− f(t−∆t,α)]/f(t,α), for points A and B, respectively. ∆α and ∆t

are 1◦ and 500 Ω−1
e , respectively. Warm and cool colors indicate that the

pitch angle distribution is increasing and decreasing, respectively, relative to

the distribution in the previous time interval. We find streaky oblique lines

in the temporal variation of the pitch angle distribution [Figures 2.5 (a) and

(b)]. The time step at which the lines appeared and the duration of each

line correspond closely to those of rising tones appearing in the wave spec-

tra. These results suggest that the variations in the pitch angle distribution

are caused by chorus emissions generated in the simulation result. However,

the amount of variation in the pitch angle distribution is almost always less

than several percent of the total pitch angle distribution. Furthermore, the

time variation of the pitch angle distribution and the difference between the

distributions at points A and B are similar to each other, because the varia-

tion of the pitch angle distribution at a point is the result of modulation by

waves not only at that point but also at different points along the trajectory

of energetic electrons bouncing in the simulation system. Therefore, even if

modulation of the distribution is detected at the fixed point, it is difficult to

conclude where the pitch angle distribution is modulated by waves.
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Figures 2.6 (a) and (b) shows the time history of G integrated using

energetic electrons in the entire velocity space. Figure 2.6 (a) indicates that

energetic electrons gain momentum in the direction of increasing pitch angle;

namely, the pitch angle of electrons tends to increase toward 180◦ at point

A. In contrast, at point B, Figure 2.6 (b) shows that the pitch angle of

electrons tends to decrease toward 0◦. By comparing Figures 2.6 and 2.3,

we see that the G values indicate that the momentum of electrons in the

direction of varying pitch angle tends to change with chorus emissions when

the wave amplitude is larger. Furthermore, in the linear growth phase that

is the initial stage of this simulation (0 < t < 2500Ω−1
e [Omura et al., 2008;

Katoh and Omura, 2011]), G at point A and B show weak but statistically

significant values with sufficiently long accumulation time. These results

indicate that the proposed method of measuring G has capability to detect

the weak linear interactions.
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Figures 2.7 (a) and (b) show the g values obtained at each time interval

in the corresponding pitch angle range. We use energetic electrons in the

same energy range as in Figures 2.4 and 2.5, and we plot only the g values

satisfying the condition g > 2σg in order to show the statistically significant

results. Warm and cool colors indicate pitch angle increases and decreases,

respectively. At point A in the northern hemisphere, we obtained positive

g values at pitch angles greater than 90◦. On the other hand, we obtained

negative g values at pitch angles less than 90◦ at point B in the southern

hemisphere. Although we found similar variations in the pitch angle distri-

bution at points A and B (see Figure 2.4), Figures 2.7 (a) and (b) clearly

differentiate the pitch angle range in which significant pitch angle scattering

occurred at points A and B. These results reveal that the g values success-

fully clarified the location at which pitch angle scattering occurred and the

pitch angle range in which energetic electrons are effectively scattered by the

waves.

Figures 2.8 (a) and (b) show the g values in K–α space calculated at

points A and B, respectively. In the result shown in Figure 2.8, we used

particles detected in the entire simulation time, which corresponds to the

time interval from 0 to 20,000 Ω−1
e . The color bar in Figure 2.8 is the same

as that in Figure 2.7. Black solid lines in Figure 2.8 are the resonance curves

corresponding to each frequency, which are expressed as

ω − kv cosα =
Ωe

γ
, (2.16)

where ω and k are the wave angular frequency and wave number, respectively.

According to Katoh and Omura (2007a), electrons at energies from 100 keV

to several hundreds of keV generate whistler-mode chorus emissions, and

MeV electrons are accelerated by chorus emissions. Figures 2.8 (a) and (b)
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indicate that electrons at kinetic energies from 100 keV to a few MeV are

strongly scattered, and their pitch angle shifts away from 90◦.
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2.4 Discussion

We examine the resonance condition using the parameters in the simu-

lation. For k > 0 (northward propagation), waves in the frequency range

0.1 < ω/Ωe < 0.5 can resonate with electrons having a kinetic energy of

200 keV and pitch angle range of 93◦ < α < 118◦. For k < 0 (southward

propagation), waves in the frequency range of 0.1 < ω/Ωe < 0.5 can resonate

with 200 keV electrons in the pitch angle range of 62◦ < α < 87◦. The pitch

angle ranges in which statistically significant g values are obtained in Figure

2.7 are consistent with these estimations of the resonance condition, and the

statistically significant g values in Figure 2.8 are also consistent with the

resonance conditions for each frequency (black lines in Figure 2.8). Namely,

we can discriminate scattered particles and other particles by measuring the

g values at the observation point at the observation time. According to the

Figure 6, we can detect the small G value with statistical significance during

the initial linear phase at the both points in this simulation. This result

indicates that the velocity distribution function tends to be non-gyrotropic

and there should be non-negligible nonlinear effect even at the initial phase

of simulation, as is just discussed in the section 2.

From the g values and the velocity distribution f , we can calculate

⟨Fα⟩ = g/f , that is, the average Lorentz force for detected particles during

a time interval, and we can also estimate the averaged pitch angle varia-

tion
〈
dα
dt

〉
= ⟨Fα⟩ /p. In the duration of 12, 000 Ω−1

e < t < 14, 000 Ω−1
e at

α = 110◦, the averaged g value is 2.0 NsmecΩe/(mec2 · rad), and ⟨Fα⟩ is

0.00010 mecΩe because f ∼ 20000 Ns/(mec2 · rad). Because p = 0.97 mec

for K = 200 keV, we estimate
〈
dα
dt

〉
= 0.00010 rad Ωe = 0.036◦ fce, where

fce is the cyclotron frequency, fce = Ωe/(2π). Assuming fce = 10 kHz, which

is a typical value of the cyclotron frequency at L = 4, the electrons are
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scattered 0.36◦ in 1 ms. This result indicates that the energetic electrons

that encounter chorus elements are instantaneously and strongly scattered

by the chorus elements. Note that, according to Figures 2.7 (a) and (b),

instantaneous pitch angle scattering occurs only during a short time interval

corresponding to the encounter of chorus elements and resonant particles in

a limited pitch angle range. This result also clarifies that by calculating the

g values, we can quantitatively detect the intensity of pitch angle scattering.

In order to compare calculated g with theoretical predicted intensity of

pitch angle scattering, we also calculated Dαα that means the diffusion coeffi-

cient of pitch angle scattering using the method of Summers (2005) (see equa-

tion (1.13)). To compare g value to diffusion rate Dαα, we estimate averaged

pitch angle variation calculated from both values. Since g value is summation

of a Lorentz force of N particles, we should calculate averaged pitch angle

variation using ⟨∆α⟩ = g∆t/pN . On the other hand, since Dαα is defined as

second order time differential of pitch angle, averaged pitch angle variation

is calculated from square root of Dαα expressed as ⟨∆α⟩ =
√

2Dαα∆t/p2.

Figure 2.9 shows ⟨∆α⟩ in the energy-pitch angle space calculated from g and

Dαα with resonance curve in the period of 11000 Ω−1 < t < 12000 Ω−1.

Although the cyclotron frequency is a unit frequency in the simulation, to

compare g with Dαα, we assume the cyclotron frequency is 10 kHz. This

value is consistent with the observed value at the location of L = 4. Because

calculation of Dαα requires the assumption of diffusionfor the scattering pro-

cess, ⟨∆α⟩ from Dαα shows weak, diffusive, and broad-band scattering in the

energy-pitch angle space. On the other hand, ⟨∆α⟩ from g indicates stronger

scattering than expected from Dαα. We can conclude that g can detect the

pitch angle scattering with nonlinearity of wave-particle interaction.
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A plasma particle instrument onboard a satellite in space measures a

finite number of particles, and the number of particle counts per second

is typically less than several thousand. In the simulation, the number of

particles obtained at the fixed points is larger than those expected to be

detected by particle instruments in a real space plasma. To quantitatively

estimate the feasibility of the proposed method, we calculate the number of

particle counts Nneed required to obtain statistically significant values. Let

µ and σ be the mean and standard deviation, respectively, of the gained

momentum of particles in the direction of increasing pitch angle averaged

over the entire simulation time. We can estimate Nneed by assuming that

the ratio of σ to µ in the simulation is equivalent to that in a real space

plasma. For the condition µ ≪ σ, the accumulated value of g and the

standard variation σg are expressed as g = Nµ and σg =
√
Nσ, respectively.

Therefore, if we require the condition |g| > 2σg, N should be larger than

N2σ = (2 × σ/µ)2, and if we require the condition |g| > σg, N should be

larger than N1σ = (σ/µ)2. We roughly estimate N2σ and N1σ using the

particles detected at the fixed point A in two energy-pitch angle regions, I

and II. We assume that region I covers the kinetic energy and pitch angle

ranges of 200–400 keV and 100–110◦ and that region II covers the ranges

of 1–4 MeV and 85–90◦ [see Figure 2.8 (a)]. Moreover, assuming that the

count rate of particles in the corresponding energy range in real observations

is constant in time and is 5000 count/s, we calculate accumulation time ∆t2σ

and ∆t1σ corresponding to N2σ and N1σ, respectively. Detected µ and σ,

and calculated N2σ, N1σ, ∆t2σ, and ∆t1σ in the each region are listed in the

Table 2.1. As results of the estimation, to detect the pitch angle scattering

caused by nonlinear interactions, we need to accumulate particles during

0.76 s for region I and 84.8 s for region II. In the case of linear interactions,
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we have to accumulate particles during 43.6 s for region I and 259.2 s for

region II to satisfy the condition |g| > 2σg. we can refer to this estimation to

determine the time resolution of the WPIA measurement. Under the assumed

conditions, we find that ∆t2σ and ∆t1σ are longer than the typical duration

of one chorus element, approximately 0.1 s. Therefore, we can expect to

measure the variation of the g values due to each chorus element, but it would

be difficult to measure the temporal variation of the g values corresponding

to the frequency variation of each chorus element, as we saw in Figures 2.7 (a)

and (b). To measure the rapid variation of the g values, we need to realize a

higher particle count rate so as to obtain statistically significant g values in a

shorter time interval. However, we can expect to measure the variation of the

g values corresponding to the duration of several chorus elements integrating

over a few second. We conclude that we can apply the proposed method to

the situation that tens of chorus elements are continuously emitted. For the

weak wave-particle interactions like a linear phase in this simulation, we can

also apply the proposed method, but we need longer accumulation time of

particles, such as several tens of seconds, to detect statistically significant g.

The timescale of the interaction between whistler-mode chorus emissions

and electrons is nearly equal to the time scale of the cyclotron motion, In

order to realize the method proposed in the present study, for fce ∼ 10 kHz

and if we divide the relative phase angle ζ into 10 points, we need the time

resolution better than tens of microseconds for the detection timing of each

particle count of the particle instrument. The same time resolution is also

required for the time synchronization between the wave and particle instru-

ment. In addition, in the case of real space observation, the specification of

the instruments on the satellite should be evaluated, for example, the resolu-

tion of solid angle, time, and energy of particles, the contamination level of
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the particle detector, the accuracy of wave phase determination, and so on.

Because the required accumulation time of the WPIA is proportional to the

accumulation number of particles and the square of the ambiguity of each

particles, the high count rate and the low ambiguity are also required for the

real observation. For a particle instrument with a limited field of view, the

pitch angle range covered during a typical duration of each chorus element

(∼ 0.1 s) will be very narrow. In order to cover the wide pitch angle range

in the analysis, we need to use observation results measured during a certain

time interval. On the other hand, we note that the relative phase angle ζ can

be fully covered even if the field of view of a particle instrument is limited,

because wave electromagnetic field vectors rotate in the time scale enough

shorter than the spin period of the satellite (typically a few seconds).

The proposed method of using the WPIA enables us to identify where

and when pitch angle scattering by plasma waves occurs and the energy and

pitch angle ranges in which energetic particles are scattered. The WPIA

measures only the momentum variation at the observation point without

any assumption regarding the physical process governing the wave-particle

interactions. The g values directly show whether wave-particle interactions

occur at the site of the observation, but, using only the data from a single-

point observation by the WPIA, it is difficult to calculate the time variation

of the velocity distribution function of the particles.

In this study, we applied the proposed method to the interaction between

electrons and whistler-mode chorus emissions, which are purely parallel prop-

agating waves in the simulation. On the other hand, this method can be

applied to various types of wave-particle interactions in space plasma. For

example, obliquely propagating whistler-mode waves are expected to have a

parallel component of the wave electric field. In this paper, we can obtain
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only a perpendicular component of electric field due to limitation of simula-

tion setting, on the other hand, we can detect the Landau-type pitch angle

scattering by measuring g as calculated by equation (2.6) using the parallel

component of the electric field of the waves. By dividing the wave electric

field data into parallel and perpendicular components and calculate g, we can

discuss which component of waves contributes to the pitch angle scattering

more effectively.

2.5 Concluding remarks

We proposed a new method of detecting pitch angle scattering using the

WPIA. The time variation of the pitch angle is formulated as the time vari-

ation of the momentum, which is the Lorentz force in the direction of in-

creasing pitch angle, and the measurable value g is defined as the direction

of varying pitch angle component of the lost momentum of the wave elec-

tromagnetic fields. We applied the proposed method to simulation results

reproducing the generation of whistler-mode chorus emissions and evaluated

the feasibility of the proposed method. Pseudo-observations at fixed points

in the simulation system indicate that the time variation of the pitch an-

gle distribution of electrons is very small, but the g values clearly show the

statistically significant results of pitch angle scattering. The simulation re-

sults clarified that the proposed method enables us to identify the location at

which pitch angle scattering occurs and the energy and pitch angle ranges in

which energetic electrons are effectively scattered. In this simulation, the de-

tected g values correspond to
〈
dα
dt

〉
= 0.36◦/ms in the nonlinear phase. The

pitch angle scattering is thus very strong, but particles in a certain pitch

angle range are scattered not continuously but instantaneously. The pro-
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posed method can be applied to various types of wave-particle interactions

in space plasma. A significant future work is the application of the proposed

method to observations made in space by the forthcoming ERG satellite.

Direct measurements in space plasma will provide important clues to the

study of processes governing pitch angle scattering of energetic particles in

the magnetosphere.
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Chapter 3

Direct detection of pitch angle

scattering of energetic protons

caused by rising tone EMIC

waves

In this chapter, we focus on the the pitch angle scattering of energetic

ions caused by rising tone EMIC waves observed by THEMIS satellites, and

apply the proposed method of WPIA to detect the pitch angle scattering.

3.1 THEMIS satellites and data set

The Time History of Events and Macroscale Interactions during Sub-

storms (THEMIS) satellites constituted from five identical probes (probe A,

B, C, D, and E) are launched on February 17, 2007. The main purpose of

THEMIS satellites is to reveal the basic process of onset and evolution of

substorm instability at the magnetotail [Angelopoulos, 2008]. After the main
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2 years of main mission phase, probe B and C escaped from the initial orbits

and have been located in the lunar orbit. Probe A, D, and E are still in the

near-Earth orbits and continue to measure the plasma environment of the

inner magnetosphere. In this section, we use data set of ESA, FGM, and EFI

instruments installed on the THEMIS satellites. Figure 3.1 shows schematic

diagram of THEMIS spacecraft including ESA, FGM, and EFI.

3.1.1 The Electrostatic Analyzer (ESA)

The Electrostatic Analyzer (ESA) [McFadden et al., 2008] installed on

the THEMIS satellites can detect ions in the energy range from 5 eV up

to 25 keV with 32 energy channels. The ESA is designed with 180◦ × 6◦

fields-of-view and sweeps out 4π steradians each 3 s by spin of a probe. The

azimuthal angle φ resolution of the ESA burst-mode data is 22.5 degrees

in the polar angle θ range from -45 to 45 degrees, but φ resolution of the

sectors in the θ range of > 45 degrees and < −45 degrees is larger than 45

degrees. Therefore, we use only the data from near-equatorial sectors in the

polar angle θ range from -45 to 45 degrees. The time resolution of the count

rate detected by near-equatorial sectors is less than 6 ms for each energy

sweeping. The picture of sensors are shown in Figure 3.2.

3.1.2 Fluxgate Magnetometer (FGM)

The Fluxgate Magnetometer (FGM) [Auster et al., 2008] measures back-

ground and low frequency fluctuating magnetic field (Figure 3.3). The FGM

is capable of detecting variations of the magnetic field with amplitudes of 0.01

nT. Because the sampling frequency of particles burst-mode data of FGM is

128 Hz, the detectable frequency range is DC up to 64 Hz. Therefore, we can
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detect EMIC waves outside the L values of ∼ 2 in burst-mode because the

typical frequency of EMIC waves in the region is up to several tens of Hz.

3.1.3 Electric Field Instrument (EFI)

The Electric Field Instrument (EFI) [Bonnel et al., 2008] measures the

DC and fluctuating electric field and outputs the waveforme data. The sam-

pling frequency of EFI in the particle burst-mode is 128 Hz which is the same

as the time resolution of the FGM burst-mode data. Deployed configuration

of sensor and boom systems are shown in Figure 3.4. In the EFI data, there

is a radical difference between the electric field detected by the spin plane

wire boom antenna (> 40 m tip-to-tip) and spin axis stacer boom antenna

(< 7 m tip-to-tip). We estimate the spin axis component of the electric field

of EMIC waves from the spin plane component and the magnetic field data

with the plane wave assumption that is E ·B = 0 for each frequency [Santolik

et al., 2003a].

3.2 Event of rising tones

Nakamura et al. (2014) reported that THEMIS D observed rising tone

EMIC waves on September 9, 2010 during the period from 14:20 UT to

14:45 UT (Figure 3.5). In this period, THEMIS D was located near the

dayside magnetosphere at∼ 8RE radial distance from the center of the Earth.

Observed EMIC waves are in the frequency range from 0.4 to 1.0 Hz, which

corresponds to the proton band, and contain several elements with rising

frequency sweep. The amplitude of rising tone EMIC waves reached to ∼ 2 %

of ambient magnetic field. During this period, THEMIS D observed the wave

field and particle data with burst-mode operation. Using the burst mode
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Figure 3.1: Schematic diagram of THEMIS spacecraft, including ESA, FGM,
and antennas of EFI [Bonnel et al., 2008].

Figure 3.2: (a) A picture and (b) cross-section of the ESA installed on
THEMIS satellites [McFadden et al., 2008].
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Figure 3.3: The illustration of 3-D model of the FGM sensor. (a) Ring
cores and pick- up coil system and (b) fully functional sensor including the
Helmholtz feedback system [Auster et al., 2008].

Figure 3.4: The illustration of the EFI sensor and boom system [Bonnel et
al., 2008].
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(h)

(i)

Figure 3.5: Overview of EMIC rising tone event observed on September 9,
2010. (a) Dynamic power spectra, (b) wave magnetic amplitudes, (c) de-
grees of polarization, (d) ellipticities, (e) wave normal angles, (f) the parallel
component of Poynting flux, and (g) The ambient magnetic field intensity
[Nakamura et al., 2014]. Red arrows in (h) and (i) shows the location of
THEMIS D in the GSM coordinate system during this period.

ESA, FGM, and EFI data of 2010/09/09 EMIC wave event, we apply the

WPIA method proposed in the previous chapter and calculate G to directly

detect the nonlinear pitch angle scattering caused by rising tone EMIC waves.

3.3 Method

In the previous chapter, we proposed the method to detect pitch angle

scattering using WPIA. The G value is defined as
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G =

∫∫∫
q (Ew + v ×Bw) · eαf(v, t)dv, (3.1)

and, in the case of real observation, because we should calculate the G values

from data for a finite number of particles, we can rewrite equation (3.1) as

G =
N∑

i

q (Ew(ti) + vi ×Bw(ti)) · (eα)i. (3.2)

To calculate G from equation (3.2), we need full components of waveform

data of wave electric and magnetic field, respectively. Therefore, the electric

and magnetic field waveforms are passed through a band-pass filter from 0.3

to 1.0 Hz. After then, We estimated Ez (the spin axis component of the

electric field) using assumption of Ew · Bw = 0 for each frequency. Band-

passed Ex, Ey, Bx, By, Bz and estimated Ez are substituted for (3.2). The

velocity vector of particles for each detected count is estimated from the

energy of particles, azimuthal direction of detectors φ, and pitch angle α.

Pitch angle is calculated from ambient magnetic fieldB0 that is calculated by

90 seconds averaged FGM data. The most significant factor eα is calculated

for each sector using θ, φ, and α. As represented in the previous chapter,

because eα is defined as

eα = e⊥ cosα− e∥ sinα, (3.3)

we calculate the eα as a unit vector using e⊥ and e∥ that is calculated from

θ, φ, and direction of B0. Black arrows in Figure 3.6 are estimated eα

for each sector in the range of −45◦ < θ < 45◦ in a certain spin period.

The horizontal axis is the spin phase φ corresponding to spin period ( ∼3

seconds). The red, orange, yellow, green, cyan, sky-blue, blue, and purple
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Figure 3.6: Example of eα estimated from θ, φ, and α.

lines are constant pitch angle line corresponding to 160, 140, 120, 100, 80, 60,

40, and 20 degrees, respectively. Using each count detected by each sector,

we calculate (3.2) and integrate over 90 seconds time window. The method

to calculate G values is summarized in Figure 3.7 as a flowchart.

3.4 Results and discussion

Figure 3.8 (a) shows dynamic spectrum of wave magnetic field with a

unit of nT/Hz (note that (a) is not the power spectrum expressed as a unit

of nT2/Hz), and (b) shows the temporal variation of the parallel component

of Poynting flux with a unit of µW/m2. Positive Poynting fluxes indicate

the propagation toward northern hemisphere and negative values represent

propagation toward southern hemisphere. Figures 3.8 (c) and (d) are the

temporal variation of pitch angle distribution of detected count and G cal-
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Figure 3.7: Flowchart of the WPIA analysis for THEMIS data.
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culated from 5.255 keV ions, respectively. As a result, we can conclude that

the G values successfully detect the nonlinear pitch angle scattering of ions

caused by rising tone EMIC waves. The G values (Figure 3.8 (d)) represented

that the significant pitch angles occurred when EMIC waves were exited dur-

ing 14:38 UT from 14:43 UT. When Poynting flux is positive, the ions in the

pitch angle range of less than 90 degrees are mainly scattered in pitch angle,

and the ions in the pitch angle range of larger than 90 degrees are mainly

scattered when the Poynting flux is negative. This facts are consistent with

the cyclotron resonance condition expressed as

ω − kv cosα = ΩH+ , (3.4)

where the ω, k and ΩH+ are the wave frequency, wave number, and pro-

ton gyro frequency. Because the frequency range of EMIC waves is less

than proton gyro frequency, k cosα is always negative. Therefore, for k < 0

(southward propagation), EMIC waves can resonate with protons in the pitch

angle range of larger than 90 degrees, and for k > 0 (northward propagation),

EMIC waves can resonate with protons in the pitch angle range of less than

90 degrees. Figure 3.9 is the same as Figure 3.8 but we use 6.917 keV ions for

calculating G. In this energy range, we can also recognize that consistency

between the interaction pitch angle and propagation direction.

Shoji et al. (2011) successfully demonstrated the generation of the rising

tone EMIC waves in the simulation box by the ion hybrid code. The hybrid

simulation results were provided by Dr. Shoji . calculate G with data obtain

at the equator in the simulation box (Figure 3.10). (a) and (b) show dynamic

spectrum of wave magnetic field and (c) and (d) shows temporal variation

of G calculated from ∼ 5 keV protons. (a) and (c) are results of simulation

in the case of one element rising tone is generated (Case 1), and (b) and (d)
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are results when several elements are generated and overlapped temporary

(Case 2) [Shoji and Omura, 2013; Shoji, private communication]. In the case

1, protons in the pitch angle range of less than 90 degrees indicated both

positive and negative G values that corresponds to pitch angle increasing

and decreasing, respectively. Furthermore, In the Figure 3.8 (d), Figure 3.9

(d), and Figure 3.10 (c), particles in the pitch angle range of closer to 90

degrees tend to be scattered toward 90 degrees, and particles in the lower

pitch angle tend to be scatter toward more lower pitch angle. Gendrin (1981)

introduced the concept of particle motion along the diffusion curve. In this

concept, the particles are scattered by waves along diffusion curves that is

defined as concentric circles whose center is located at wave phase velocity

in the velocity phase space. Considering the 1th order cyclotron resonance

condition (counter streaming condition), the diffusion curves are written as in

Figure 3.11. Therefore, the both direction scattering as shown in Figure 3.8

(d) and Figure 3.9 (d) are consistent with not only simulation results but also

Gendrin’s theory. On the contrary, protons in the pitch angle range of larger

than 90 degrees showed only positive G values that means increasing pitch

angle in the case 1. Furthermore, in the case 2, the overlapped rising tone

elements are generated, G values shows more complicated scattering. What

parameter does control the direction of pitch angle scattering is still open

issue. To clarify these detail of pitch angle scattering process the we need

more fundamental understanding for the nonlinear effect of wave particle

interaction.
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14:4514:35 14:40

(a)

(b)

(c)

(d)

Figure 3.8: (a) Dynamic spectrum of wave magnetic field. a unit of the
color bar is nT/Hz. (b) Poynting flux with a unit of µW/m2. (c) and (d)
is temporal variation of pitch angle distribution of count and G calculated
from 5.255 keV ions.
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14:4514:35 14:40

(a)

(b)

(c)

(d)

Figure 3.9: (a) and (b) is same figure as (a) and (b) in Figure 3.8. (c) and (d)
is temporal variation of pitch angle distribution of count and G calculated
from 6.917 keV ions.
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(a) (b)

(c) (d)

t[s]

[dB]
GG

Figure 3.10: Simulation results of rising tone EMIC waves. Upper panels
show dynamic spectrum of wave magnetic field and lower panels shows tem-
poral variation of G calculated from ∼ 5 keV protons detected at magnetic
equator of simulation box. Left panels represent the results of simulation in
the case of one element rising tone is generated, and right panels represent
the results when several elements are generated in the simulation [Shoji and
Omura, 2013].

↵ vk

v?

Vph

↵

vk

v?

Vph

Diffusion curve

Figure 3.11: Diffusion curve introduced by Gendrin (1981) and scattering
direction.
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3.5 Concluding remarks

In this chapter, we focus on the the pitch angle scattering of energetic

ions caused by rising tone EMIC waves observed by THEMIS satellites, and

apply the proposed method of WPIA to detect the pitch angle scattering.

THEMIS D observed rising tone EMIC waves on September 9, 2010 during

the period from 14:20 UT to 14:45 UT. Using high resolution waveform data

and particle count data detected ESA, EFI and FGM installed on THEMIS

D, we calculate G values proposed in previous chapter. As a results we

successfully detect the pitch angle scattering of ions by observation data.

Furthermore, we compare the simulation results reproduced by a ion hybrid

code (Shoji, private communication) and THEMIS observation. The both

data show good agreement each other, and these results are also consistent

with Gendrin’s theory.
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Chapter 4

Nonlinear pitch angle

scattering of low pitch angle

electrons caused by chorus

emissions

The purpose of this chapter is to clarify the basic physics of interaction

between low pitch angle electrons and coherent whistler mode waves such

as chorus emissions in a dipole magnetic field using nonlinear theory. In

section 1, we derive the equations of particle motion without small pitch

angle approximation. After then, we demonstrate the motion of electrons

predicted by the derived equations in the test particle simulation in section

2. In section 3, we discuss the significance of the pitch angle scattering of

small pitch angle electrons in the inner magnetosphere.
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4.1 Nonlinear theory of pitch angle scatter-

ing of electrons

In this section, we derive the motion of electrons near the loss cone in

the velocity phase space, and discuss the difference of the particle motion

under the assumption of moderate pitch angle approximation and low pitch

angle approximation. Note that “low” pitch angle means that pitch angle

is close to 0 or 180 degrees, “high” pitch angle means that pitch angle is

close to 90 degrees, and ”moderate” pitch angle is intermediate pitch angle

between “low” and “high” pitch angle as in the pitch angle range from 30 to

60 degrees or from 120 to 150 degrees roughly.

4.1.1 Derivation of the equation of temporal variation

of ζ

The equation of motion for electrons is expressed as

m
d(γv)

dt
= −e[Ew + v × (B0 +Bw)], (4.1)

where m, e, v, and γ are the rest mass, elementary charge, velocity, and

Lorentz factor of the electron, respectively. Ew and Bw are the electric and

magnetic field of the wave, respectively, and B0 is the ambient magnetic

field that does not depend on the time. The velocity vector is expressed as

v = v∥e∥ + v⊥e⊥ and we define eφ by eφ = e∥ × e⊥.

In the case that B0 has the gradient and satisfies ∇ · B0 = 0, we can

express the ambient magnetic field as

B0 = B0zez +
rc
2

∂B0z

∂z
eφ, (4.2)
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where rc is the Larmor radius and expressed as rc =
mγv⊥
eB0

. This is because

the direction of eφ is antiparallel to the radial direction. Assuming a purely

parallel propagating electromagnetic wave along B0zez, we can express the

wave electromagnetic fields as

Ew = Ew(sinψex − cosψey), (4.3)

Bw = Bw(cosψex + sinψey), (4.4)

where ψ is the wave phase and expressed as ψ = ωt − kz for the case of

the right handed polarized whistler mode wave. Using the gyrophase of a

particle, e∥, e⊥, and eφ are rewritten as e∥ = ez, e⊥ = cosφex + sinφey,

and eφ = − sinφex+cosφey. Using these forms and the relative phase angle

ζ = φ− ψ, Ew and Bw are rewritten as

Ew = Ew(− sin ζe⊥ − cos ζeφ), (4.5)

Bw = Bw(cos ζe⊥ − sin ζeφ). (4.6)

Using (4.5) and (4.6), v × B0 term in the right hand side of (4.1) is

expressed as

−ev ×B0 = −e(v∥e∥ + v⊥e⊥)×
(
B0e∥ +

rc
2

∂B0

∂z
eφ

)
(4.7)

= eB0v⊥eφ −
ev⊥rc
2

∂B0

∂z
e∥ +

ev∥rc
2

∂B0

∂z
e⊥. (4.8)

The first term expresses the gyro motion of an electron, and the second and
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third terms express the mirror force. The v ×Bw term is expressed as

−ev ×Bw = −e(v∥e∥ + v⊥e⊥)× Bw(cos ζe⊥ − sin ζeφ) (4.9)

= ev∥Bw(− sin ζe⊥ − cos ζeφ) + ev⊥Bw sin ζe∥. (4.10)

The each component of the equation (4.1) is expressed as

d(γv∥)

dt
= −ev⊥rc

2m

∂B0

∂z
+

eBw

m
v⊥ sin ζ, (4.11)

d(γv⊥)

dt
=

ev∥rc
2m

∂B0

∂z
+

e

m
(Ew − v∥Bw) sin ζ, (4.12)

γv⊥
dφ

dt
=

eB0

m
v⊥ +

e

m
(Ew − v∥Bw) cos ζ, (4.13)

where rc and ζ are the Larmor radius and the relative phase angle, and are

expressed as rc = (mγv⊥)/(eB0) and ζ = φ− ψ, respectively. Note that the

second term of (4.12) and (4.13) are caused by v∥ ×Bw Lorentz force (see

Appendix A). From equation (4.13) and the definition of ζ and ψ, the time

variation of ζ is derived as

dζ

dt
=

dφ

dt
− dψ

dt

=

[
Ω0

γ
+

e
(
Ew − v∥Bw

)

mγv⊥
cos ζ

]
− (ω − v∥k), (4.14)

where Ω0 = eB0/m. Here, we define resonant velocity VR and θ as VR =

(ω − Ω0/γ) /k and θ = k(v∥ − VR), respectively. Hence, we obtain the time

variation of ζ as
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dζ

dt
= θ +

e
(
Ew − v∥Bw

)

mγv⊥
cos ζ. (4.15)

4.1.2 Derivation of the equation of temporal variation

of θ

In this subsection, we derive the time variation of θ on the Lagrangian

frame of a particle without the assumption of v∥ = VR or θ = 0. The

definition of θ is

θ = k(v∥ − VR). (4.16)

θ is a frequency dimension parameter that indicates the difference between

particle velocity and cyclotron resonance velocity of coherent whistler mode

waves. Differentiating both sides of (4.16) with respect to time t, we have

following equation:

dθ

dt
=

dk

dt
(v∥ − VR) + k

(
dv∥
dt
− dVR

dt

)
. (4.17)

At first, we derive dk/dt and dω/dt on the Lagrangian frame of a particle.

The definition of wave phase of right handed polarized wave is

ψ = ωt− kz. (4.18)

Differentiating both sides of (4.18) with respect to t and z, we obtain the
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relation

ω =
∂ψ

∂t
and k = −∂ψ

∂z
. (4.19)

Therefore, we obtain the relation between ω and k:

∂ω

∂z
= −∂k

∂t
. (4.20)

Here, assuming purely parallel propagating whistler mode waves, the dis-

persion relation is the implicit function of ω, k, and Ω0:

c2k2 = ω2 +
ωΠ2

Ω0 − ω
. (4.21)

Hence, we can express the time variation of frequency on the Eulerian frame

as

∂ω

∂t
=
∂ω

∂k

∂k

∂t
+

∂ω

∂Ω0

∂Ω0

∂t
. (4.22)

Since ∂Ω0/∂t = 0 and ∂ω/∂k = Vg, we have the following equation;

∂ω

∂t
= Vg

∂k

∂t
. (4.23)

Furthermore, substituting (4.20), we obtain
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∂ω

∂t
= −Vg

∂ω

∂z
. (4.24)

Similarly, we can express the spatial variation of wave number on the Eulerian

frame as

∂k

∂z
=
∂k

∂ω

∂ω

∂z
+

∂k

∂Ω0

∂Ω0

∂z
, (4.25)

and we obtain the following equation using (4.24):

∂k

∂z
= − 1

V 2
g

∂ω

∂t
+

∂k

∂Ω0

∂Ω0

∂z
. (4.26)

Therefore, using (4.23), (4.24), and (4.26), we can obtain the time differen-

tiation of frequency and wave number on the Lagrangian frame of a particle

as

dk

dt
=
∂k

∂t
+ v∥

∂k

∂z

=
1

Vg

(
1−

v∥
Vg

)
∂ω

∂t
+ v∥

∂k

∂Ω0

∂Ω0

∂z
, (4.27)

and
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dω

dt
=
∂ω

∂t
+ v∥

∂ω

∂z

=

(
1−

v∥
Vg

)
∂ω

∂t
. (4.28)

Now, the relativistic equation of motion is represented as

du∥

dt
= −v⊥rc

2

∂Ω0

∂z
+ v⊥Ωw sin ζ, (4.29)

du⊥

dt
=

v∥rc
2

∂Ω0

∂z
+
(ω
k
− v∥

)
Ωw sin ζ, (4.30)

where u∥ = γv∥, u⊥ = γv⊥, and γ =
√
1 + (u2

∥ + u2
⊥)/c

2. Using (4.29) and

(4.30), we obtain

dγ

dt
=

∂γ

∂u∥

du∥

dt
+

∂γ

∂u⊥

du⊥

dt

=
1

c2

(
v∥
du∥

dt
+ v⊥

du⊥

dt

)

=
ωΩwv⊥
kc2

sin ζ. (4.31)

The cyclotron resonance velocity VR is expressed as

VR =
1

k

(
ω − Ω0

γ

)
. (4.32)

Using (4.27), (4.28), and (4.31), we can derive the time variation of VR as
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dVR

dt
=
1

k

(
dω

dt
− 1

γ

dΩ0

dt
+

Ω0

γ2
dγ

dt

)
− 1

k2

dk

dt

(
ω − Ω0

γ

)

=
Ω0

γ2
ωΩwv⊥
k2c2

sin ζ +
1

k

(
1−

v∥
Vg

)(
1− VR

Vg

)
∂ω

∂t
−

v∥
kγ

(
1 + γVR

∂k

∂Ω0

)
∂Ω0

∂z
.

(4.33)

Substituting (4.27), (4.28), (4.31), and (4.33) into (4.17), we can obtain the

time variation of θ as

dθ

dt
=

(
1− ω(ω + θ)

k2c2

)
kv⊥Ωw

γ
sin ζ −

(
1−

v∥
Vg

)2 ∂ω

∂t
+

(
v∥
γ
− kv2⊥

2Ω0
+ v2∥

∂k

∂Ω0

)
∂Ω0

∂z
.

(4.34)

Assuming θ = 0, we can find that the coefficient of the first term is equal

to ωtr in Hikishima et al. (2009). Moreover, we can calculate ∂k/∂Ω0 from

(4.21) as

∂k

∂Ω0
= − ωΠ2

2c2k(Ω0 − ω)2
. (4.35)

If we substitute (4.35) and v∥ = VR into (4.34), we can obtain same expression

as the equation (27) and (28) in Omura et al. (2008, 2009) and Hikishima

et al. (2009). We can also derive the time variation of θ as the following

equation;

dθ

dt
= ω2

tr(sin ζ + S), (4.36)
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where

ωtr =

√(
1− ω(ω + θ)

k2c2

)
kv⊥Ωw

γ
, (4.37)

S = − 1

ω2
tr

(
s1
∂ω

∂t
+ s2

∂Ω0

∂z

)
, (4.38)

s1 =

(
1−

v∥
Vg

)2

, (4.39)

s2 = −
v∥
γ

+
kv2⊥
2Ω0
− v2∥

∂k

∂Ω0
. (4.40)

4.1.3 Low pitch angle approximation

In previous studies, the second term of equation (4.15) is neglected based

on the assumptions of small wave amplitude and/or sufficiently large pitch

angle [e.g., Dysthe, 1971; Nunn, 1974; Matsumoto an Omura, 1981; Omura et

al., 2008, 2009; Li et al., 2015]. With these assumptions, because parameter

S has large value due to small ωtr, particles cannot be trapped by the wave

potential.

On the contrary, we cannot ignore the second term in the case of low pitch

angle electrons and whistler mode chorus emissions because v⊥ is small. As

shown in equation (4.13), the cosine term of equation (4.15) is mainly derived

from the Lorentz force caused by parallel velocity and wave magnetic field.

From geometric consideration in Figure 4.1, v∥ ×Bw Lorentz force acts on

particles in the direction of anti-parallel to the wave electric field, in other

words, in the direction of ζ = 90◦ . This fact is also derived from equation

(4.15). Assuming that particles satisfy the cyclotron resonant condition, we

can derive θ ≃ 0 and reduce equation (4.15) as
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Figure 4.1: Geometric relation between wave Lorentz force and velocity of
particles.

dζ

dt
= Cw cos ζ, (4.41)

where

Cw =
ΩwΩ0

γ2v⊥k
=

e
(
Ew − v∥Bw

)

mγv⊥
. (4.42)

We can solve equation (4.41) analytically using the method of separa-

tion of variables. After we rearrange terms and integrate both sides of the

equation, we obtain the following equation;
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∫
dζ

cos ζ
=

∫
Cwdt. (4.43)

Here, the relation x = sin ζ can be used and the left hand side of equation

(4.43) should be rewritten as
∫

dζ
cos ζ =

∫
dx

(1+x)(1−x) = 1
2 log

∣∣1+x
1−x

∣∣ + const.,

namely,

1

2
log

(
1 + sin ζ

1− sin ζ

)
= Cw(t+ t0), (4.44)

where t0 is the integration constant related to the initial condition of particles.

Since 2 tanh−1 y = log{(1 + y)/(1− y)}, we can obtain the solution:

sin ζ = tanh[Cw(t+ t0)]. (4.45)

Therefore,

ζ = sin−1[tanhCw(t+ t0)]. (4.46)

Because the hyperbolic tangent function increases monotonically and has the

upper bound at 1, ζ also converges to 90 degrees with time increasing. As

shown in equation (4.42), because Cw indicates the Lorentz force caused by

wave electric field and v∥×Bw, this results represent that the low pitch angle

electrons near the loss cone are scattered toward 90 degrees in pitch angle

due to wave Lorentz force, and the large amplitude waves scatter electrons

away from the loss cone more efficiently.
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4.1.4 Moderate pitch angle approximation

After ζ of electrons are regulated toward the 90 degrees by waves, v⊥ and

|v∥| of electrons increase and decrease due to the second terms of equation

(4.11) and (4.12), respectively. Therefore, the first term θ becomes dominant

and the second term becomes negligible due to large v⊥. In previous studies,

they have also assumed that the second term of equation (4.15) is neglected

under the assumptions of small wave amplitude and/or sufficiently large pitch

angle [e.g., Dysthe, 1971; Nunn 1974; Matsumoto an Omura, 1981; Omura

et al., 2008, 2009; Hikishima et al., 2009, 2010; Li et al., 2015]. With these

assumptions, we can rewrite equations (4.15) and (4.36) into the following

approximated equations:

dζ

dt
= θ, (4.47)

and

dθ

dt
= ω̃2

tr(sin ζ + S̃), (4.48)

where

ω̃tr =

√(
1− ω2

k2c2

)
kv⊥Ωw

γ
, (4.49)

S̃ = − 1

ω̃2
tr

(
s1
∂ω

∂t
+ s2

∂Ω0

∂z

)
. (4.50)

In this regime, the electrons regulated near the ζ ∼ 90◦ are inside of the

closed trajectory, so-called the electromagnetic electron hole [Omura et al.,

2008, 2009; Hikishima et a., 2009]. Therefore, the low pitch angle electrons
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scattered away from loss cone tend to be trapped the wave potential contin-

uously.

4.2 Test particle simulations

To evaluate the nonlinear effect for the low pitch angle electrons, we carry

out test particle simulations of energetic electrons interacting with coherent

whistler mode waves. We solve the relativistic equation of motion in the

cylindrical coordinate system (see equations (4.11), (4.12), and (4.13)) with

the dipole field as B0 using 4th order Runge–Kutta method. To estimate the

wave propagation, we also solve the advection equation of wave amplitude

and frequency [e.g., Omura et al., 1991; Furuya et al., 2008]. The group

velocity of whistler mode wave is calculated from the dispersion relation of

purely parallel propagating whistler mode wave (see equation 4.21). We

assume that simulation box is spatially one dimension along B0. We also

assume L = 4, the plasma frequency Π = 4Ω0eq, the initial energy of electrons

are 20 keV, and pitch angle is 5◦. With these conditions, we perform the test

particle simulations. In the case 1, we use simple wave model that the wave

has constant frequency 0.30 Ω0, and the wave exists in the entire of simulation

box. In the case 2, we use chorus-like wave model. The wave frequency is

swept from 0.30 Ω0 to 0.45 Ω0 with sweep rate is 1.0 Ω0/s, and start and

end frequency are 0.30 Ω0 and 0.45 Ω0, respectively. The wave packet is

spatially-finite. The packet length is determined from these parameter.

78



time

frequencyfrequency

time
0.15 sec0.30 fce

0.45 fce

0.30 fce

sweep rate is
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The wave exists in the entire simulation box. The wave-packet length is spatially finite.

Figure 4.2: Input chorus frequency model in the test particle simulation.
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Figures (4.3) and (4.4) show the example of simulation results of wave

particle interactions of low pitch angle electrons for each wave intensity. We

survey the wave amplitude from 0.01 to 0.1 % of B0, correspond to 50 to 500

pT. According to Santolik et al. (2014), the amplitude of chorus emissions is

typically about tens to hundreds picotesla, and sometimes reaches more than

1 % of the ambient magnetic field. Figure 4.3 shows the simulation results

of the case 1. The horizontal axes of all panels in Figure 4.3 represent the

distance from the magnetic equator. The vertical axes of upper, middle, and

lower panels show the pitch angle α, the energy, and relative phase angle

ζ, respectively. The left, middle, and right panels are the results of the

case that wave amplitude is 0.01, 0.03, and 0.05 % of the ambient magnetic

field B0, respectively. In this simulation, input particles move toward the

magnetic equator (from right to left in each panels of Figure 4.3). When

particles reaching the point that particles satisfy the resonant condition,

the pitch angle of particles are scattered by the wave. In the case of weak

amplitude, the particles are scattered in both direction, toward and away

from the loss cone. On the contrary, in the case that wave amplitude is

0.03 % of B0, some particles are trapped and accelerated by the wave. In

the case of more large amplitude, all particles are trapped and accelerated,

and the energy of particles increase by 7.5 % of their energy and the pitch

angle increase by 20 degrees. Figure 4.4 shows the simulation results of the

case 2. The wave packet length is spatially finite and the wave frequency is

swept. Compared to the result of the case 1, more large amplitude waves

are required to trap particles. In the case that wave amplitude is 0.03 %

of B0, particle motion is still diffusion-like, and even in the case of 0.05 %

amplitude waves, particles are not trapped. However, almost all of particles

are unidirectionally scattered away from lose cone. In the case of 0.07 %,
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some particles are trapped and accelerated more than 42 % of their energy,

and the pitch angle increase by 55 degrees. The trapped particles in the

case 2 are more strongly accelerated and scattered away from the loss cone

compared to the case 1. The large amplitude wave tend to trap the particles

efficiently, and frequency sweep also contribute to scattering away from the

loss cone. This is because the higher frequency wave can resonate with the

higher pitch angle particles, and accelerated particles can also resonate with

the higher frequency wave. Hence, the rising tone emissions can efficiently

scatter the trapped particles away from the loss cone. According to the lower

panels of Figure 4.3, the weak amplitude wave cannot trap particles due to

large |S| and particles are scattered with diffusion-like behavior. However,

larger amplitude wave modulate the trajectory of electrons, and particles

tend to move from 270◦ to 90◦, and the modulated particles are trapped

by wave. This simulation results are consistent with the theory derived in

previous section.

To reveal that the behavior of low pitch angle particles interacting with

the coherent waves are different from the motion predicted by the conven-

tional nonlinear theory expressed as the moderate pitch angle approximation,

we compare the trajectories of low and moderate pitch angle particles. Left

side panels of Figure 4.5 are the interaction of the low pitch angle electrons

(α = 5◦) interacting with constant frequency waves with ω = 0.30 Ω0eq,

and right side panels show the interaction of moderate pitch angle electrons

(α = 60◦) interacting with constant frequency waves with ω = 0.45 Ω0eq

for Bw = 0.05 B0. Top, middle, and bottom panels shows that pitch angle

variation, inhomogeneity factor S, and θ and Cw. Red dashed lines in the

upper panels are resonance pitch angle for each frequency and black dashed

lines indicate pitch angle variation of adiabatic bounce motion. In the case
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of moderate pitch angle particles interaction, S parameter is in the range of

|S| < 1 and the first term of equation (4.15) θ indicated by red lines is dom-

inant and Cw indicated by blue lines which is the second term of equation

(4.15) is relatively negligible. On the contrary, because |S| parameter of low

pitch angle particles interacting with coherent waves are much larger than

1, the particles should be scattered diffusively in the frame of conventional

nonlinear theory expressed as the pendulum equations. However, as shown

in the left-lower panel of Figure 4.5 , Cw of low pitch angle particles is rela-

tively significant rather than θ. Therefore, particles are scattered away from

the loss cone and ζ is modulated toward 90◦ in the frame of low pitch angle

approximation near the region that particles satisfy the resonant condition

(θ ∼ 0) as shown in Figure 4.6. After the pitch angle increase, the motion

of particles are shift to the regime of moderate pitch angle approximation.

Hence, the all particles scattered at low pitch angle are trapped because the

moderate pitch angle approximation is started at ζ ∼ 90◦ which is the inside

of closed trajectory in the ζ-θ phase space in the frame of moderate pitch

angle approximation.

Figure 4.7 shows Cw/θ (upper) and S (lower) in the case of low (left)

and moderate (right) pitch angle particles analytically expected by the in-

put parameter. Vertical and horizontal axes in all panels represent pitch

angle and distance from the magnetic equator in the simulation space, re-

spectively. Solid lines indicate the resonance condition, and dashed lines is

the pitch angle width of corresponding to the electromagnetic electron hole

width calculated from αtr± = cos−1[(VR ± Vtr)/v], where Vtr is the width of

closed trajectory in the θ-ζ phase space expressed as Vtr = θ/k|(ζ=sin−1 S). For

the case of moderate pitch angle particles, |S| parameter is less than 1 near

the resonance conditions (Figure 4.7 (d)) and Cw is less than 1 % of θ (Figure
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Figure 4.5: Simulation results of α, S, θ, and Cw of low and moderate pitch
angle particles.
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(a) S = -3.0  (b) S = -0.3  

(c) ω = 0.30 Ω0eq, α = 5° (d) ω = 0.45 Ω0eq, α = 60°

Figure 4.6: Trajectories in the ζ-θ phase space of low and moderate pitch
angle particles.
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Figure 4.7: Spatial mapping of Cw/θ and S expected by nonlinear theory.
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4.7 (b)), therefore the moderate pitch angle approximation is suitable for this

parameter. On the contrary, |S| parameter is larger than 1 near the reso-

nance conditions and the width of hole is not defined (Figure 4.7 (c)) and Cw

is large than θ (Figure 4.7 (a)), therefore the low pitch angle approximation

is suitable for this parameter. In this case, the nonlinear effect at low pitch

angle is effective in the pitch angle range of less than 5 degrees (indicated as

a black region and outside of hole in Figure 4.7 (a)).

Using 90000 particles in the case 2 (chorus-like frequency model), we

calculate the pitch angle distribution at the magnetic equator (Figure 4.8)

during one wave packet of chorus emissions through pass the interaction

region. Each panel corresponds to each wave amplitude Bw =0.010, 0.025,

0.050, 0.075, and 0.100 % of B0. In the case of waves with weak amplitude (≥

0.025 % of B0), we can recognize diffusion-like scattering (weak bi-directional

scattering). On the contrary, with larger amplitude (≤ 0.05 % of B0), low

pitch angle electrons are effectively scattered away from loss cone. A hole

is formed at low pitch angle region, and a bump is formed at the resonant

pitch angle corresponding to the final frequency of a wave packet.

4.3 Discussion

In the regime of the strong diffusion in the quasilinear theory [e.g., Lyons,

1974], they considered that the loss cone is filled by electrons scattered by

waves within the bounce motion period, and the scattering intensity is pro-

portional to the square of the magnetic amplitude. However, this theory

and test particle simulation results suggest that the relation between chorus

intensity and the flux of auroral electron precipitation is not straightforward,

and large amplitude waves such as chorus emissions cannot reproduce the
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Bw = 0.01 % of B0 Bw = 0.025 % of B0

Bw = 0.05 % of B0 Bw = 0.075 % of B0

Bw = 0.1 % of B0
low α electrons

moderate α 
electrons

Figure 4.8: Pitch angle distribution after one chorus element pass through
for each wave amplitude. As a initial condition, we input the flat distribution
as a pitch angle distribution of electrons. Each color corresponds to initial
pitch angle at equator.
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scattering like the strong diffusion. Note that we do not conclude that the

chorus emissions cannot contribute to precipitation into the ionosphere. In

the lower panel of Figure 4.8, pitch angle distribution of in the pitch angle

region of 0 to 10◦ (dark blue) are decreased and scattered toward 90◦ but a

few of electrons in pitch angle range of 10 to 20◦ (blue) penetrate into the

extremely small pitch angle range within 3◦ corresponding to the loss cone.

Therefore, we can conclude waves scatter a few electrons into the loss cone

but we need investigate with realistic parameters to reveal whether pitch

angle scattering by chorus emissions reproduce the sufficient precipitation

flux to cause the pulsating aurora. Additionally, the subpacket structure of

wave amplitude might contribute to detrapping and lowering the trapping

efficiency because small amplitude waves cannot trapped due to insufficient

wave potential.

Fennel et al. (2014) reported that Radiation Belt Storm Probes (RBSP)

detected the electron distribution bunching in pitch angle when chorus emis-

sions were detected, and the shape of pitch angle distribution is closely re-

semble to Figure 4.9. We cannot directly compare to the RBSP observations

because the input parameters such as wave amplitude, wave frequency, cold

density, and the initial pitch angle distribution are different, however, there

are possibility of the contribution of trapped particles.

Furthermore, this process of pitch angle scattering should contribute to

wave generation process. As shown in Figure 4.3 and 4.4, because the ki-

netic energy of trapped electrons increase by waves, waves might be damped

by electrons scattered away from the loss cone. Therefore, we can predict

that the wave generation is determined by the balance of the electrons scat-

tered around the electromagnetic electron hole with moderate pitch angle

which loss the energy and electrons scattered away from loss cone with low
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(a) RBSP observation 
[after Fennel et al., 2014] (b) Simulation

Figure 4.9: (a) Pitch angle distribution of 20 - 40 keV electrons detected by
RBSP [Fennel et al., 2014] and (b) simulation results plotted in logarithmic
scale.

pitch angle which damp waves. Moreover, because the bunched pitch angle

distribution have thermal anisotropy, the electron distribution as a result

of scattering caused by waves might generate the waves again. In order to

quantitative evaluate this concept of repetition of chorus elements, we need

the simulation with realistic parameter.

4.4 Concluding remarks

We clarify the motion of the low pitch angle electrons during encounter-

ing the coherent whistler mode waves. Conventional nonlinear theory has

predicted that the majority of resonant electrons move along the outermost

closed trajectory in θ–ζphase space caused by the wave potential and that

the electrons are scattered toward the loss cone. However, as is described in
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section 1, almost all of the low pitch angle electrons are trapped by waves

and scattered away from the loss cone. This is because that the ζ motion of

low pitch angle electrons are efficiently affected from the Lorentz force due

to small v⊥, namely α. The motion of these electrons is regulated in the

θ–ζ phase space toward ζ → 90◦, which direction is antiparallel to the wave

electric field and parallel to the −ev∥ ×Bw. Consequently, v⊥ increases, i.

e., the pitch angle becomes higher. The large amplitude waves tend to trap

the particles efficiently, and frequency sweep also contributes to scattering

them away from the loss cone. This is because the higher frequency wave can

resonate with the higher pitch angle particles, and accelerated particles can

also resonate with the higher frequency wave. Hence, the rising tone emis-

sions can efficiently scatter the trapped particles away from the loss cone.

Furthermore, scattered electrons away from the loss cone produce the bunch

of pitch angle distribution around the resonant pitch angle at the magnetic

equator. This result indicates that scattered electrons gain the energy from

the waves, and might contribute to wave damping process. Moreover, the

bunched electrons reconstruct the anisotropic pitch angle distribution.
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Chapter 5

Conclusions

5.1 Summary of this thesis

Whistler mode chorus emissions are one of frequently observed plasma

waves in the inner magnetosphere. Chorus emissions are characterized by

discrete emissions composed of coherent emissions with a frequency sweep.

The frequency sweep is a strong evidence that non-linear processes are re-

sponsible for chorus generation [e.g., Omura et al., 2008, 2009]. Pitch angle

scattering of energetic electrons caused by chorus emissions is one of candi-

date of driver of auroral precipitation. Electromagnetic ion cyclotron (EMIC)

waves are another mode of plasma waves related to ion cycrotron resonance,

and EMIC waves can also scatter energetic ions in pitch angle and cause

proton aurora [e.g., Yahnin et al., 2007; Sakaguchi et al., 2008; Nomura et

al., 2012; Nishimura et al., 2014]. Recently, the rising tones of EMIC waves

are discovered by satellite observations in the magnetosphere [e.g., Pickett et

al., 2010; Sakagushi et al., 2013; Nakamura et al, 2014] that involve nonlinear

processes [Omura et al., 2010]. These pitch angle scattering by wave-particle

interaction not only causes the auroral precipitation but also plays an im-
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portant role in loss of ring current particles [e.g., Jordanova et al., 1997].

Therefore, both chorus and EMIC waves are significant plasma waves closely

related to the inner magnetospheric and auroral dynamics, and involve non-

linear wave-particle interaction processes. In this thesis, we focused on the

two main aims: to establish the method of direct detection of nonlinear pitch

angle scattering and to understand the basic process of nonlinear pitch angle

scattering using simulation and observation data.

WPIA method for pitch angle scattering

We proposed a new method of detecting pitch angle scattering using the

WPIA in chapter 2. The time variation of the pitch angle is formulated

as the time variation of the momentum, which is the Lorentz force in the

direction of increasing pitch angle, and the measurable value G is defined as

the direction of varying pitch angle component of the lost momentum of the

wave electromagnetic fields. We applied the proposed method to simulation

results reproducing the generation of whistler mode chorus emissions and

evaluated the feasibility of the proposed method. We analyzed simulation

data at fixed points in the simulation system, and the results inidecated that

the time variation of the pitch angle distribution of electrons is very small,

but the G values clearly show the statistically significant results of pitch

angle scattering. The simulation results clarified that the proposed method

enables us to directly detect the nonlinear pitch angle scattering of electrons

caused by whistler mode chorus emissions. Furthermore, calculating G, we

can identify the location at which pitch angle scattering occurs and the energy

and pitch angle ranges in which energetic electrons are effectively scattered.

In this simulation, the detected G values correspond to
〈
dα
dt

〉
= 0.36◦/ms in

the nonlinear phase. The pitch angle variation as a result of wave particle
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interaction is stronger than the pitch angle variation expected by the quasi-

linear diffusion coefficient. Additionally, in chapter 2, we focused on the

pitch angle scattering of energetic ions caused by rising tone EMIC waves

observed by THEMIS satellites, and applied the proposed method of WPIA

to detect the pitch angle scattering. THEMIS D observed rising tone EMIC

waves on September 9, 2010 during the period from 14:20 UT to 14:45 UT.

Using high resolution waveform and particle data detected by ESA, EFI and

FGM installed on THEMIS D, we calculated G values proposed in previous

chapter. As a result, we successfully detected the pitch angle scattering

of ions in the observation data when rising tone EMIC waves are detected

even if the temporal variation of pitch angle distribution of ions is small.

Furthermore, we compared the THEMIS observation with simulation data

reproduced by an ion hybrid code. The simulation results were provided

by Dr. Shoji, M. of Nagoya University. Both data is in good agreement

with each other, and these results are also consistent with Gendrin’s theory.

Applying the proposed method to both interaction between rising tone EMIC

waves and ions, and between chorus emissions and electrons, we found that

the utility of the proposed method of WPIA to directly detect pitch angle

scattering for simulation and real observation.

Nonlinear effect of low pitch angle particles

We clarify the motion of low pitch angle electrons during encountering the

coherent whistler mode waves. Conventional nonlinear theory has predicted

that the majority of resonant electrons move along the outermost closed

trajectory in θ–ζ phase space caused by the wave potential and that the

electrons are scattered toward the loss cone. However, almost all of low

pitch angle electrons are trapped by waves and scattered away from the loss
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cone. This is because that the ζ motion of low pitch angle electrons are

efficiently affected from the Lorentz force due to small v⊥, namely low α.

The motion of these electrons is regulated in the θ–ζ phase space toward

ζ → 90◦, which direction is antiparallel to the wave electric field and parallel

to the −ev∥ ×Bw. Consequently, v⊥ increases, i.e., the pitch angle becomes

higher. The large amplitude waves tend to trap the particles efficiently, and

frequency sweep also contributes to scattering them away from the loss cone.

This is because the higher frequency wave can resonate with the higher pitch

angle particles, and accelerated particles can also resonate with the higher

frequency wave. Hence, the rising tone emissions can efficiently scatter the

trapped particles away from the loss cone. Furthermore, scattered electrons

away from the loss cone produce the bunch of pitch angle distribution around

the resonant pitch angle at the magnetic equator. This result indicates that

scattered electrons gain the energy from waves, and might contribute to

wave damping process. On the contrary, the scattered electrons construct a

bump at the magnetic equator after bounce motion. The bumped pitch angle

distribution has anisotropy and it could lead to wave generation process.

5.2 Remaining issues and future works

In chapter 3, we focused on the pitch angle scattering between the EMIC

waves and ions. THEMIS satellites have observed 228 EMIC wave events

with particle burst-mode data including the event of which frequency spec-

trum is obscure. Through the multi-event analysis of EMIC waves (not only

the rising tone emissions) with WPIA method, we will determine spatial

distribution of the G parameter and discuss how commonly pitch angle in-

teractions occur between EMIC waves and energetic protons. Furthermore,
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we can create the L-MLT distribution of the G parameter. On the based of

the L-MLT spatial distribution, we will discuss where and when non-linear

interactions occur between EMIC waves and ring current ions, and how ef-

fectively ions are scattered. Additionally, Magnetosperic Multiscale (MMS)

satellites, launched on March 15, 2015, have 8 particle detectors for each

probes, and provide high time resolution data (velocity distribution function

is output per 0.15 s). MMS data is suitable for estimating and validating the

absolute value of G.

In chapter 2, we proposed a new method to detect pitch angle scatter-

ing of energetic particles caused by plasma waves using WPIA. The pro-

posed method can be applied to various types of wave-particle interactions

in space plasma. A significant future work is the application of the proposed

method to observations made in space by the ERG satellite. ERG satellite

was launched on December 20, 2016. Direct measurements in space plasma

will provide important clues to the study of processes governing pitch angle

scattering of energetic particles in the magnetosphere. WPIA designed for

chorus observation was installed on ERG satellite for the first time in the

world. Main purpose of WPIA on ERG satellite is to measure the energy

exchange, but we can try to apply method for detection of pitch angle scat-

tering through the update of the installed program If we obtain the data

observed WPIA on ERG, we can compare the observation with simulation

data. Comparison between observation and simulation enables us to discuss

the interaction energy range, scattering direction, and other basic property

of pitch angle scattering of electrons caused by chorus emissions.

We also expect that ERG satellite observation detect the nonlinear effect

of pitch angle scattering investigated in chapter 4. We will model the wave-

form from the observed burst mode waveform data, and then will carry out
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the test particle simulation in the modeled waveform. Comparing pitch angle

distribution of electrons observed by ERG satellite with simulation results,

we can clarify how effectively nonlinear wave particle interaction modulate

the electron pitch angle distribution in the real space. Also the contribution

of scattered particles to generation or damping of waves is a remaining issue.

We need to carry out the simulation using particles in more wide energy

range, and clarify the contribution to generation or damping mechanism of

chorus elements. Furthermore, we expect that the nonlinear effect can con-

tribute to proton scattering caused by EMIC waves more effectively because

amplitudes of rising tones EMIC waves can reach more than 1 % of ambient

magnetic fields. Therefore, quantitative estimation of nonlinear effect for the

interaction between EMIC waves and protons are needed.
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