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This thesis aims to enhance statistical language model (LM) technologies for practical automatic speech

recognition (ASR) systems. The LMs define a probability distribution over sequences of words and are
essential for ASR systems. Modern LMs can show superior ASR performance if domain-matched training
data sets are sufficiently obtained. However, in practical cases such as spontaneous speech tasks, large
amounts of domain-matched training data sets are not available. Therefore, LM technologies that can
flexibly utilize limited domain-matched data sets or out-of-domain data sets are desired. To utilize the
limited domain-matched data set and the out-of-domain data sets, there are two important technologies: a
robust modeling technology and a mixture modeling technology for domain adaptation. The robust modeling
technology is the most important in language modeling. When an LM is constructed from a limited data set,
it is expected to robustly predict the probability of unobserved linguistic phenomena. Thus, an LM
constructed from a limited domain-matched data set is required to widely work for target domain. In other
words, an LM constructed from a certain domain data set is required to robustly work for unknown domains.
The mixture modeling technology is also important in language modeling. In fact, both limited
domain-matched data sets and out-of-domain data sets should be utilized smartly to specialize in a certain
domain.

Thus, multiple LMs are merged for enhancing a certain domain performance for domain adaptation. These
two technologies are closely related because the mixture modeling technology is strongly dependent on the

robust modeling technology.

To advance LM technologies, this thesis focuses on latent words LMs (LWLMs) recently proposed in the



machine learning area. LWLMs are generative models similar to Bayesian hidden Markov models (HMMs),
but they have special latent variables called latent words. While standard Bayesian HMMs set up a latent
variable size to a small number, LWLMs have vast latent variable space whose size is equivalent to the
vocabulary size of the training data set. This yields characteristics in which latent variables in LWLMs are
represented as specific words in the vocabulary. A latent word is regarded as a representative word behind
an observed word, and words similar to the latent word have similar probabilities. Thus, LWLMs can
automatically optimize the latent variable modeling without determining the size of latent variable space.
The attributes efficiently realize robust modeling. Therefore, it can be expected that LWLMs will robustly
cover unknown domains and will be effective as component models in the domain adaptation. In addition,
the characteristics that latent variables are represented as specific words yield another important property,
which is that multiple LWLMs can share a common latent variable space.

The latent variables in usual latent variable based modeling are model-dependent indices, so each model has
a different latent variable space. On the other hand, in LWLMSs, a latent variable space mixture modeling
can be performed. It can be expected that adequate adaptation performance will be offered by out-of-domain
component models. Furthermore, any LWLM can be split into two element models, so each element model
can be mixed independently. This concept of mixture modeling yields flexibility in that both components are

the intersections of different data sources.

A goal reported in this thesis is to develop LWLM-based technologies that can utilize limited

domain-matched data sets or out-of-domain data sets for ASR. Four challenges must be faced in this regard.

The first challenge is to introduce the LWLMs to ASR because it is impractical to rigorously compute a
generative probability of words using the LWLMs. This thesis introduces two methods that can achieve
reasonable implementation. One is an n-gram approximation method in which an LM with a back-off
n-gram structure is trained from words randomly sampled on the LWLM. This makes one-pass ASR
decoding possible. The other is a Viterbi approximation method that simultaneously decodes a recognition
hypothesis and its latent word sequence. Chapter 3 proposed an n-gram approximation method for
introducing LWLMs to one-pass ASR decoding. Experimental results revealed that random sampling based
on LWLM can generate various linguistic phenomena, and a smoothed n-gram LM constructed from the
generated data performs robustly in not only in-domain tasks but also out-of-domain tasks. In addition, an

interpolation of the approximated LWLM and a standard n-gram LM effectively improved ASR performance.



Although a lot of data was needed to adequately approximate LWLM to the back-off n-gram structure, an
entropy pruning was useful in reducing constructed model size efficiently. Chapter 4 proposed a Viterbi
approximation method that directly takes account of the latent words assignment. The Viterbi
approximation was implemented as a two-pass process in which several recognition hypotheses are initially
decoded using the standard n-gram LM; these hypotheses are then rescored using the joint probability
between the recognition hypothesis and the latent word assignment. Experiments showed that the Viterbi
approximation was effective when it was combined with the first pass results. Moreover, the combination of

the n-gram approximation method and Viterbi approximation method improved ASR performance.

The second challenge is to advance a model structure of LWLMs for further domain robustness to various
ASR tasks. This thesis presents two novel model structures: latent word recurrent neural network LMs
(LWRNNLMs) and hierarchical LWLMs (h-LWLMs). The LWRNNLMs have a soft class structure based on
a latent word space as well as LWLMs, where the latent word space is modeled using an RNN structure.
The h-LWLMs can be regarded as a generalized form of the standard LWLMs. The key advance is
introducing a multiple latent variable space with a hierarchical structure that can flexibly take account of
linguistic phenomena not present in a training data set. Chapter 5 proposed LWRNNLMS by combining an
RNNLM structure and an LWLM structure. The LWRNNLMs can capture long range relationships in the
latent word space while standard LWLMs can only take small context information into consideration.
Experiments showed that LWRNNLM, RNNLM and LWLM complement each other and their combinations
achieve performance improvement in both n-gram approximation and Viterbi approximation. Chapter 6
proposed hierarchical LWLMs that have a hierarchical latent word space. Experiments showed that
h-LWLM offers improved robustness for out-of-domain tasks; an n-gram approximation of h-LWLM is also
superior to a standard LWLM in terms of PPL and WER. Furthermore, the proposed approach is

significantly superior to the smoothed n-gram LMs or the RNNLMs in out-of-domain tasks.

The third challenge is to establish mixture modeling technologies that can flexibly integrate multiple
LWLMs. This thesis presents latent word space mixture modeling methods, i.e., LWLM mixture modeling
and LWLM cross-mixture modeling. The latent word space mixture modeling can be expected to efficiently
utilize out-of-domain data sets in domain adaptation. For the domain adaptation, this thesis also presents
methods to optimize mixture weights using a validation data set. Chapter 7 displayed LWLM mixture

modeling and LWLM cross-mixture modeling to utilize out-of-domain data sets including partially matched



data sets. The proposed methods perform latent word space mixture that can mitigate a domain mismatch
between a target domain and training data sets. Detailed experiments showed that LWLM mixture
modeling outperformed n-gram mixture modeling. In addition, a combination of LWLM cross-mixture model
and standard LWLM mixture models yielded performance improvements, while using an LWLM

cross-mixture model by itself offers little benefit.

The fourth challenge is to reveal relationships between various LM technologies including LWLMs. It is
unclear whether a combination of the LWLMs and other important LM technologies is effective or not in
practical ASR tasks. Therefore, this thesis examines various combination settings in which the applicable
scope of each LM technology is considered. The examinations employ not only manual transcriptions of a
certain domain but also external text resources. In addition, unsupervised LM adaptation based on
multi-pass decoding and rescoring methods such as discriminative LMs are also added to the combination.
The examination presented in Chapter 8 employed major LM technologies while taking their applicable
scope into consideration. Experiments demonstrated that significant performance improvements were
possible by combining various technologies, compared to using each technology in isolation. The
investigations revealed several remarkable facts: the power of a back-off n-gram modeling with combining
technologies for direct decoding including vocabulary expansion, the relationship between RNNLM

rescoring or unsupervised adaptation and other technologies, and the uniqueness of DLM.

This thesis will show these four challenges can provide ASR performance improvement and beneficial

knowledge to language modeling in practical ASR systems.

— 61 —



ri L2 Bt e D B

HHAUBEROREICLY ., BESHFRRIBRANTFEO—DLLTEELDDHD., EF s AT
LEBRT2EZED—DELT. ANFHOSHENFNERETS [SHEETIV) BH0. EHEHEOKBE
EEATOEHEERERNTHS. HIZ. SHETNOFE T — Y ERBETOIETHAOFEERE (RAA2) 1
BRI DB CRBMREMET T2 2 EDMEE 2> Tz, EHIT. THRBEOLDOSHEETINOEELL -
ERE{LDDIz. BEESEETI (Latent Words Language Model, LWLM) | ZfAWS8F5EZETT> T
X/, BHRXIIINSORBEEZROFEDZHDTHD, EWMITEXDRD,

B1IEIFMTH5.

HE2ETIE. FTERFKCBVTHRHINIHAWSEETINITOWTHE 92 L FEFFIZ, Deschacht 512
Lo T 2012 EICHREINAESEEETINTHS LWLM 2DV TR TS, LWLM 3. BFEDOA RAERST
Bz NBEE] LW —FBOHEISAZEALZHBOTHD., MEBRETIINOHHENKEW D, BED
SHEETNIOBEWERNME SN L AREELND D,

% 3 ETIZ., LWLM @ N-gram EBIEZEREL TS, LWLM 3B AR SEETIN TH A, BENHE
M, TNETEFRBIATLACHAINS Z Edaholz. T TERI, #HEHO LWLM M 5
KBOBERFIZVNSZAERL, FINLREANSNTVNEEHEETINTHS N-gram ZHFEHT S
EEERE L. EBROER, BEEICKS TEWO N-gram 282 5HENMESNS T EMWRI . TN
13 LWLM 2 & 533 AT AR T2 HRAIORETH 5.

W 4ETIE, LWLM 255 R#B AT LATHETZH S —D04iEE LT, EY ERBIC K 2ERGEIE
ERELTWVWS, ZOHFEE N-gram ERELID HEHTH D HODO, LWLM OfEZZOEEHA L TH
HEFETL20D, Ngram EREX D bEWEEE2BL 2L TES, NI LWLM OREZ S 5ITHD
LHELRKRRETH S,

HHETIE, HERBELTETNS 22— IV Xy FE#EET) (RNNLM) & LWLM 2@ & L2 S#ET
)L LWRNNLM 2L L TWw5, Z0OKEIZ. RNNLM iZ LWLM O#E2EA L THHEZ®GD/ZHD
THU. HEkD RNNLM B LV LWLM L 0 bHERENM LT 5 Z &R a iz, THUIEEDRRRTH S,

% 6 ETIE. LWLM REB¥EOEXHEEALZERE LWLM 28EL Tnd., ZOHEL, RO
LWLM IZBWT, B2 ERT 2BEEEERTIHIETH D, EEIL, BERELRICEEBTLILET
HEENE ET2ZE2ERICKS> TRLEZ. ZHILWLM 23 5 CEBEELLT 20 0EERKRRTH 5.

WITETIE, $ETFT—Y LR RA D OEFREMEEZM EIE 520, IWLMESGETIVEZREL
T3, ZHiE. FETF—YIREENZEEO R A1 U5 EHO LWLM 2 HEMICFE L TENS OMER
ZRATOFETHY., MROBESLZHIMICGARTLZET. ANFTHFDORAL COEITHIETES
ZEMEBRMITREINS., ZHUT. FELSLICH L THERBRSFRESATLEERT SO A TEERER
Thb.

8 ETIE, TNETHRELTE/ LWLM BLUZFNERESIRLZZHEETINE, SEET IV EE TR
bXEZEDICINETHVWONTE KL BREROMAEOLREZME L. EOFHNOMABTDOENAERR
DINEMEBERCHEL TS, ZHIRERMILICITONTEALSHEETIVICET 2EROMFELHE - HE
BT2LEHIT, BEETHS LWLM OBHZHASNITIHDTH D, THRSIIFRICE > TEEIRBR
Tbh>,

FIORIIMRMTHS.

PAEBET 2I2AHmL FHR

14
&

DEBEETNELTLWLM BLOINZREIB-FELEHAL., EF

— 62 —



RBOBEZMLIEDEEHIT, RIFARO RAS D OBITHEBIREFRBH AT LEZEBIELIHO
THD, FEERTFBIVERLITFORRICTFET D EIAMDBLRN,
Ko T, F@wi3tEL (%) OFAMHXEL TEHKLED D,

— 63—





