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Abstract 

Additive manufacturing (AM) plays a notable role in producing components with 

complex structural geometries that are hard or even impossible to produce via 

conventional techniques. AM for metallic components has gained acceptance for 

applications in aerospace, automotive, and biomedical industries. AM of metal systems 

can be classified into powder bed, powder feed, and wire feed system. The most famous 

powder bed systems are electron beam melting from ARCAM and laser melting from 

EOS.   

In this study, we will focus on powder bed fusion with electron beam (PBF-EB) in 

which an electron beam is used as a heat source to melt metal powders selectively and 

produce parts in a layer-by-layer fashion. Compared with other powder bed systems, 

electron beam gun can generate high beam power and high scan speed, therefore high 

building rate. Since powder bed is preheated at high temperature, less support is needed, 

and residual stress is low. The vacuum atmosphere (pressure: 0.01–0.1 Pa) in PBF-EB 

provides a controlled environment that prevents the oxidation or other reactions for 

materials containing active elements, such as Co–Cr alloys and Ti alloys. In addition, 

free-form shaping can be achieved without a mold or the limitations of cutting tools. 

PBF-EB allows components to be fabricated with complex geometries or topological 

structures. Although PBF-EB has shown great potential for producing full-density 

functional metallic parts, a few critical issues related to processing stability, part defects, 

quality variations, and microstructure evolution need to be addressed before this 

process can be employed for broad applications and large-scale production. 

Co-Cr-Mo (CCM) alloys, an alloy commonly used for surgical implants, present 

high strength, superior corrosion resistance, non-magnetic behavior, and excellent 

biocompatibility. PBF-EB plays a significant role in the development of medical 

implants via computer-aided design and provides extensive customization based on the 

individual patient data that can be captured by computed tomography and magnetic 

resonance imaging technology. 
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PBF-EB process includes four steps, raking powder layer, preheating powder layer, 

selectively melting and stage down. These steps will be repeated again and again until 

the 3D component building process is finished. In the powder raking step, the (i) 

powder layer properties are essential for process stability and determine resulting 

materials properties. How the raking process affect the uniformity of the powder bed is 

currently not examined very well. Then, the electron beam scans the powder layer; the 

powder particles melt and form an agitated molten pool for some milliseconds. (ii) 

Molten pool behavior is related to the formation of a variety of defects, and because the 

moving liquid transports heat, it often dominates heat transport and has a profound 

effect on solidification conditions. The continuous building process leads to 

characteristic microstructures due to rapid and directional solidification. Solidification 

is mainly directed in building direction and predominantly epitaxial. (iii) 

Microstructure control is significant for extensive application of PBF-EB-built 

components. The current knowledge involves in these aspects is helpful but still does 

not address many of the critical features of PBF-EB. These issues are corresponding to 

the contents of my Ph.D. study. 

Single-track melting and block building experiments were performed using an 

ArcamⓇA2X machine. The means of observation include an optical microscope, 

scanning electron microscopy based on the backscattered electron (BSE) signals and 

electron backscattering diffraction (EBSD) measurements. For elucidating underlying 

mechanisms for powder layer formation, molten pool behavior, and microstructure 

evolution, numerical simulations were utilized. The dynamic behavior of the powder 

raking process was simulated using the discrete element method (DEM) modeling. We 

applied computational thermal-fluid dynamics (CtFD) simulations to analyze the 

temperature field and melt dynamics. Multi-phase field (MPF) simulations were 

performed to clarify the solidification microstructure evolution. 

The main conclusions derived from this study can be summarized as follows: 

◼ Effects of the different physical parameters on powder bed pattern, focusing on 

packing density, powder flowability, particle size distribution, and their interplays: 
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1) Powder packing density increased with increasing layer thickness. 

2) The better flowability of powder was preferable for homogeneity of powder 

layer with higher packing density. 

3) The mixture of powder with large and small size could increase packing 

density, but it might be detrimental to the flowability and homogeneity. 

◼ Fundamentals of molten pool behavior in PBF-EB, focusing on the forming 

quality-correlated fluid dynamics and the differences compared with PBF-L(laser): 

1) CtFD simulation showed greater agreement with experiment than the FEM 

(pure-thermal) model because fluid flow shows essential effects on 

temperature distribution and molten pool geometry. 

2) Simulation results revealed the decisive influence of the Marangoni effect on 

fluid behavior and heat convection. The Marangoni effect primarily 

determined the molten pool geometry and significantly affects molten pool 

instability and forming quality.  

3) Owing to the weak vapor reoil pressure and being without multiple beam 

reflection, PBF-EB possessed a wider process window, ensuring process 

stability compared with PBF-L. 

4) Fluid flow played a vital role in determining the solidification rate, R. The 

increasing R values could be attributed to changes in the spatial relation to the 

scan direction under the effect of active fluid convection.  

◼ Characteristics of the powder bed with consideration of physical properties and 

their influences on PBF-EB fusion process: 

1) Powder layer, with its stochastic nature, provided more fluid disturbance 

caused by non-uniform capillary actions, efficiently producing the irregularity 

or disconnection of melt-track with increasing scan speed. 

2) Concerning particle size, for the powder bed with small-size powder, the 

increased emissivity of powder bed caused the absorbed beam energy to 

become insufficient to melt the surrounding particles. 

3) Amount of heat radiation was different for different powder types. PREP 

powder with high circularity and small surface area was appropriate for PBF-
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EB, which was favorable for melt stability and enlarging the process window. 

◼ Mechanisms governing the grain morphology and texture formation and proposing 

method for improving CET in PBF-EB-built Co-28Cr-6Mo alloy: 

1) Typical growth behavior of columnar grains and the resulting near-cubic 

texture were determined by competitive epitaxial grain growth governed by 

the heat flow characteristics with xy-scanning. 

2) The crystallographic texture was closely related to the transient geometry of 

the molten pool boundary, where the heat flow direction determines the 

crystallographic orientation during solidification. 

3) By manipulating molten pool geometry and remelting fraction of adjacent melt 

track, forming of new grains instead of complete epitaxial growth could be 

possible depending on process conditions.  

4) Nucleation and growth of new grains occurred ahead of inclined cell/dendrite 

with respect to the temperature gradient of the solidification front. 

5) Enlarged undercooling and probable dendrite fragmentation owing to fast fluid 

flow would promote the nucleation probability and new grains formation, 

which suggested that fluid convection is an essential factor promoting CET 

during the PBF-EB process. 

◼ Mechanisms for microstructural inhomogeneity regarding matrix phase 

constitution of PBF-EB-built Co-28Cr-6Mo alloy, addressing the role of thermal 

history:  

1) The isothermal and athermal γ → ε phase transformations took place in CCM 

alloy during PBF-EB. Isothermal γ → ε transformation occurred through both 

manners: diffusionless-martensitic and diffusion-massive transformation.  

2) Depending on PBF-EB process conditions, thermal history determined the 

mechanism by which the γ→ ε phase transformation was taking place. 

3) In the sample with a lower energy input (𝐸area = 2.6 J/mm2), γ→ ε martensitic 

transformation with S-N OR was dominant. In the sample with a higher energy 

input (𝐸area = 4.4 J/mm2), the ε phase with near-random orientation formed 

via diffusional-massive transformation.  
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Chapter 1 

Introduction 

1.1. Additive manufacturing for metallic components 

Additive Manufacturing is a new paradigm for industrial manufacturing in which 

components are built by melting thin layers of powder. Material is being added instead 

of removing that is the case in conventional machining. AM that is known as 3D 

printing is an innovative approach for industrial manufacture and is capable of 

fabricating stronger and lighter components with complex geometry. Metal AM favors 

for the fabrication of components that often cannot be produced using other 

conventional processes [1]. A lot of metals and alloys can be fabricated by AM 

techniques, from noble metals like gold and silver to strategic metals like stainless steel, 

titanium, and some other high-performance alloy such as nickel-based alloys and cobalt 

chrome alloys [2]. AM uses data obtain by computer-aided-design or 3D object 

scanners for the material forming process in a layer-by-layer fashion with precise 

geometry [3][4][5].  

AM is adept in producing components with weight-saving and design of complex 

geometry. Therefore, AM is an ideal method for producing aerospace parts with a high 

strength-to-weight ratio. Northwestern Polytechnical University fabricated a 3-meter-

long titanium alloy parts of China's COMAC C919 aircraft in 2013 [6]. In 2015, the 

Federal Aviation Administration (FAA) cleared the first AM-built part for commercial 

jet engine [7]. In 2017, Boeing 787 was equipped with the FAA-certified, titanium 

structural parts fabricated by AM [8]. AM also satisfies the needs of the automotive 

industry, favoring advances in components design. For example, AM-built aluminum 

alloys are used to produce air intake and exhaust system. Recently, BMW reported that 

they had produced one-millionth AM-built component in batch production since 2010 

[9]; Volkswagen had established a new and highly AM center in Wolfsburg, soon being 

able to go into 3D series production [10]. In the medical industry, AM has already 

fabricated FDA-approved spinal and hip implants. Employing AM, implants 
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manufacturing time has been dramatically reduced compared with conventional 

processes [11]. Implants are produced according to a patient’s anatomy, thus ensuring 

a better fit with greater customization. 

   During the AM process, 3D metallic component grows layer-by-layer. Each 

successive layer is bonded with each other through the melting or partial melting of 

metallic powder bed or feeding wire/powder [12]. AM techniques for metals use metal 

powder or wire feedstock, depending on the exact approach used [13]. Although all AM 

processes for metals involve the layer-by-layer building of 3D components, there is a 

variety of different AM approaches for metals: directed energy deposition (DED), 

material/binder jetting, sheet lamination, and powder bed fusion (PBF) [14]. These AM 

approaches include notable variations on the material forming methods and technical 

features. Material state (powder, liquid, wire), heat sources (laser, electron beam, 

plasma arc), material-supply systems, and building chamber characteristics vary 

depending on processes.  

Among these approaches, DED (Fig. 1.1) and PBF (Fig. 1.2) gain much attention 

from manufacturers and researchers. DED utilizes laser, electron beam or plasma arc to 

melt feeding metal powder or wire filament. Laser engineered net shape (LENS) 

technology [15] fabricates solid components through the melting of the dispensed 

powder from nozzles by a laser heat source. In electron beam additive melting (EBAM) 

[16], metal melting and fusing occur via an electron beam firing in a vacuum chamber. 

In rapid plasma deposition (RPD) [17], a wire filament is melted by a plasma arc in the 

building chamber filled with argon gas to produce components that require less post-

processing. PBF is a process including a variety of popular AM technologies – powder 

bed fusion with electron beam (PBF-EB) [18], selective laser melting (SLM) [19], 

selective laser sintering (SLS) [20] and selective heat sintering (SHS) [21]. PBF melts 

the powder to a sufficient degree and fuses the powder. Powders are sintered (partially 

melted) or melted in various PBF technologies. Concerning applications, DED is 

appropriate for parts repairing or integrated manufacturing combined with other 

techniques. While PBF is ideal for flexible design and fabricating of complex 

geometries. PBF-built components typically possess high strength and stiffness. 
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1.2. Powder bed fusion with electron beam 

Powder bed fusion with electron beam (PBF-EB) is an AM system that utilizes a high-

energy electron beam to melt metal powders and fabricates full-dense metallic parts in 

a layer-building fashion [22]. Schematic of PBF-EB system is shown in Fig. 1.3. The 

heat source and chamber atmosphere (vacuum: 0.01 to 0.1 Pa) are different from those 

of SLM process, which is in favor of PBF-EB to be beneficial for materials that contain 

active elements such as cobalt–chrome and titanium alloys. Electromagnetic coils 

manage the electron beam, providing high-speed and accurate beam control, which 

allows several molten pools to be formed simultaneously [23]. Owing to the high 

melting capacity and productivity of the electron beam, PBF-EB produces components 

quickly and efficiently. PBF-EB process performs in a vacuum chamber and keeps at 

high temperature; thus, residual stress of components is low, and components properties 

are better than cast and comparable to wrought ones. The comparison between PBF-EB 

and SLM is shown in Table 1-1. 

   Benefiting from the vacuum system, a chamber pressure of 1×10-5 mbar or better 

is obtained throughout the entire building cycle. During the PBF-EB melting process, 

the partial pressure of Helium is introduced to 2×10-3 mbar. This clean and controlled 

build environment is essential to maintain the chemical specification of the building 

material. In each layer during building, the powder bed is entirely heated for keeping 

an appropriate ambient temperature that is specific for the powder used. As a result, the 

parts produced with the EBM process are almost free from residual stresses [24]. 

   Being similar to SLM, the PBF-EB system generates a layer of metal powder by 

rake onto the building platform, and the powder layer is selectively melted by a heat 

source. The specific process stages (Fig. 1.4) consists of (i) preheating process in which 

the base plate is heated to the pre-set temperature by using a de-focused beam at a 

considerably high scan speed of 14600 mm/s; (ii) heating & building process in which 

preheating repeats following the building of each layer to slightly sinter the newly raked 

powder and keep the temperature of the base plate to be almost constant; and (iii) 

cooling after completion of the total build objects. The preheating is conducted to avoid 
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powder smoke in which if repulsive electrostatic forces are higher than the forces 

holding particles, particles may be ejected from the layer. Once a component has been 

fabricated, the building envelope is removed, and the building platform and attached 

component are removed from the loose powder. Powder clinging to the component or 

trapped in internal cavities can be blown or blasted away. 

   In common with some other manufacturing technologies, there are advantages and 

disadvantages while fabricating components using PBF-EB. Concerning advantages, 

building rates are almost 3-5 times those of other AM technologies. PBF-EB 

components usually need fewer support structures than SLM -built ones do. The PBF-

EB process has approximately 95-percent energy efficiency, which is 5 to 10 times 

better than AM processes using a laser. It is possible to reduce residual stress during the 

preparation of CAD data, during building and in post-processing. During building, 

preheating of powder bed and heating of the material before the electron beam striking 

reduces residual stress. PBF-EB technology eliminates sintering, enabling users to gain 

precise control over porosity. PBF-EB manufacturers further minimize porosity issues 

through the adjustment of electron beam parameters [25]. About the limitations, the 

surface of a PBF-EB-built component typically possesses low accuracy and needs post-

processing, while the smooth surfaces of SLM-built components do not typically 

require much post-processing. The choice of materials that can be applied in the PBF-

EB process is somewhat limited; this is partly since the process requires high-quality 

and expensive metallic powders, which must also undergo thorough testing beforehand. 

The cost of materials, along with the cost of PBF-EB systems, make this technology an 

expensive solution, suitable only for industrial applications [26][27]. 

   In the cases of right applications, PBF-EB could also be a cost-efficient way to 

produce prototypes and low-run production components. The most common 

applications of PBF-EB process lies in the medical (Fig. 1.5) and aerospace (Fig. 1.6) 

industrial production. In the medical industry, PBF-EB has been widely used to produce 

trabecular implants and other medical implants, depending on the customized data of 

patients. In 2012, the U.S. Food and Drug Administration first cleared orthopedic 

implants fabricated by PBF-EB technology [28]. Several years later, the FDA approved 
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craniofacial implants printed by PBF-EB systems [29]. In the aerospace industry, PBF-

EB is mainly applied for producing aerospace components with a substantial weight 

reduction. For example, the GE company has already been using PBF-EB technology 

to build turbine blades for jet engines [30]. 

   To sum up, although PBF-EB is most suited to demanding industrial applications, 

the technology demonstrates the considerable potential of AM for metal. As with the 

ability to produce complex metallic components that is comparable to traditional 

manufacturing technologies, PBF-EB offers an innovative solution to manufacturing 

small series, prototypes and even support structures using AM technique. 

1.3. Key scientific issues involved in PBF-EB 

In the powder raking step, the powder layer properties are essential for process stability 

and determine resulting materials properties. Then, the electron beam selectively scans 

the powder layer, the powder particles melt and form an agitated molten pool for some 

milliseconds. After melting, solidification mainly occurs directionally along the 

building direction and predominantly epitaxial. Thus, microstructure control is also 

significant for the broad application of PBF-EB-built components. 

1.3.1. Powder bed generation 

In addition to determining the input energy required and the fabrication conditions (i.e., 

the power (𝑃), scan speed (𝑉), and scan path to be used), comprehensive understanding 

of the generation of a powder bed and its properties is essential for improving the 

quality of the fabricated parts. The powder packing characteristics are among the most 

critical issues for powder-bed-based AM because there is only a limited number of 

particles can be directly subjected to the irradiation of electron beam at a given time. 

These characteristics bring critical complexity to the PBF-EB process because the 

wetting of the melt, as well as the thermal conductivity and emissivity of the packed 

powder layer, may affect the amount of energy absorbed and the heat and mass transfer 

processes along with the geometrical accuracy of the solidified part.  
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However, it is not easy to experimentally quantify the characteristics of the powder 

bed. Modeling efforts are currently underway to better understand how fluctuations in 

local effective densities or size distributions in the powder beds and their effects on 

melting behavior. Numerical simulations of particulate systems have become useful 

tools for investigating powder bed generation and are a convenient way of performing 

data analyses of the powder packing properties [31][32] and understanding the 

underlying consolidation process. 

With regards to the modeling of the phenomenon of powder packing, a simple 

arrangement consisting of ideally spherical powder particles arranged in a predefined 

packing sequence (Fig. 1.7) has been used previously for simulating the PBF process 

[33][34]. However, significant differences exist between this model and actual powder 

packing because uniform particle size and regular arrangement are assumed in the case 

of the model, while in reality, the powder would consist of nonuniformly sized particles 

arranged irregularly. A later model for the generation of a powder bed depends on a 

sequential addition algorithm in which a container is successively filled with powder 

particles (Fig. 1.8), which are added one by one under the gravitational force [35]. This 

model depends on the particle size distribution (PSD). However, it does not account for 

the forces between the particles, such as the frictional force or viscoelastic force. Markl 

et al. [36] and Xiang et al. [37] conducted dynamic simulations by discrete element 

method (DEM) while taking into account the interparticle interactions but used a simple 

free-fall process within a box instead of actual powder-bed-generating processes such 

as squeezing, rolling, recoating, or raking (Fig. 1.9). The configuration of the powder 

particles and their resultant density of packing in the powder bed generated under the 

effect of gravity alone would be different from those for an actual powder bed. The 

motion of the powder particles caused by the horizontal motion of the rake would be 

multidirectional and complex. Lee et al. [38] and Mindt et al. [39] performed DEM 

simulations of powder bed generation by rolling and recoating (Fig. 1.10), respectively; 

these are processes that are performed during laser-beam PBF.  

In currently used PBF-EB processes, the powder bed is generated by raking. The 

raking process is complicated, as it involves (i) the falling powder, (ii) the translatory 
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motion of the rake, and (iii) the various contact interactions. These interactions include 

the (i) powder-to-powder, (ii) powder-to-rake, and (iii) powder-to-building-plane (i.e., 

the top of the part being built) interactions, which depend on the mechanical properties 

of the materials being used as well as those of the rake. In powder bed generation, how 

the raking process affects the uniformity of the powder bed is currently not examined 

very well. The effects of the physical parameters on powder bed pattern, focusing on 

packing density, flowability, particle size distribution, and their interplays needs to be 

clarified. 

1.3.2. Fluid flow and heat transfer within the molten pool 

As shown in Fig. 1.11, the molten pool behavior involves Marangoni convection, metal 

evaporation, and capillary and wetting action; heat transfer occurs through absorption, 

conduction, and radiation. The principal objective of the melting step is to melt the 

entire powder bed and to reduce or eliminate the formation of voids and defects in the 

final parts. Fluid flow is related to the creation of a variety of defects, and because the 

moving liquid transports heat, it often dominates heat transport. More importantly, the 

fluid flow has a profound effect on solidification conditions [40]. The thermal field is 

intrinsically altered by fluid flow, such that the temperature gradient and solidification 

rate at the solidification front can be significantly influenced, which subsequently 

affects the solidification microstructural properties, including grain morphology, size, 

and growth direction. However, molten pool behavior under specific process conditions 

of PBF-EB has not been clarified. 

The dynamics of the melt pool are highly transient and localized. Therefore, in-situ 

monitoring or direct measurements of the flow of the molten metal and its temperature 

distribution are difficult to perform. Researchers in this field have usually employed 

simulations based on computational thermal-fluid dynamics (CtFD) to model the AM 

consolidation process. Using accurate calculations of the temperature and velocity 

fields, it is possible to determine the solidification conditions that produce improved 

solidified microstructure. Bauereiß et al. [41] modeled a two-dimensional (2D) powder 
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bed using the lattice Boltzmann method to investigate the melting process and 

fundamental consolidation mechanisms of the individual powder particles. Their model 

considered capillary and wetting of the melt. Jamshidinia et al. [42] used a coupled 

thermal-fluid flow model (Fig. 1.12) that considered the influence of fluid convection 

to investigate molten pool geometry. The authors found that the outward flow from the 

front of the molten pool was induced by surface tension (Marangoni flow). To simulate 

the PBF-EB process with greater precision and reliability, Körner’s group [41][43] 

modeled the powder using the 2-D lattice Boltzmann method (LBM) to study the 

fundamental consolidation mechanisms of individual powder particles (Fig. 1.13). 

Their studies indicated that hydrodynamics, such as capillary action and wetting, 

combined with the stochastic powder layer, are the origins of the defects. Liu’s group 

[44][45] developed an integrated modeling framework that consists of a discrete 

element model of powder spreading and a computational fluid dynamics model of 

powder melting to investigate defect formation during PBF-EB of multiple tracks and 

layers (Fig. 1.14). These studies showed that numerical simulations could aid in 

understanding the underlying physical phenomenon of a system, which can be used to 

optimize the quality of PBF-EB-fabricated parts. However, given the exclusive process 

conditions during PBF-EB, the molten pool behavior under specific process conditions 

of PBF-EB and their effect on forming quality have not been clearly clarified. In 

particular, because of the differences in heat source, building environment, and heat 

transfer manner between PBF-EB and PBF-L(laser), the comparison between the two 

types of powder-bed fusion AM is desired to be elucidated.  

The stochastic powder layer, along with the hydrodynamics-related phenomena that 

occur, including capillarity and wetting, influence the formation of different types of 

defects and, consequently, the forming quality. With powder layer, previous studies 

endeavored to figure out the relationship between process parameters and forming 

quality. However, a thorough discussion of thermal properties (i.e., emissivity and 

thermal conductivity) of the powder layer depending on the characteristics (i.e., its 

spatial arrangement and PSD) of the powder layer and their influences on fusion 

behavior and process stability are still demanded. 
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1.3.3. Solidification and microstructure formation 

As shown in Fig. 1.15, the solidification process in powder bed AM tends to be 

dominated by epitaxial grain growth [46]. In AM, for alloys with cubic crystal, alloys 

tend to solidify epitaxially, efficiently producing columnar grains with {001} texture 

oriented along the building direction due to the overall heat flow [47]. The anisotropy 

of the parts composed of columnar grains is detrimental for practical applications 

involving multiaxial stress [48]. Misoriented fine grains are sometimes necessary to 

meet specific performance requirements; for example, tailor-made artificial hip joints 

must possess stem parts with low Young’s moduli and neck parts with substantial 

strength. These two features correspond to epitaxially columnar and misoriented 

polycrystalline structures, respectively. Thus, the primary challenge in the wide 

application of PBF-EB-built components, especially Co-Cr-Mo medical implants, is 

flexible control of the grain morphology and texture development associated with 

anisotropic mechanical properties. 

Different methods are tailoring the microstructure. Also, specific melting strategies 

may cause columnar to equiaxed transition. For site-specific microstructure control, 

many researchers have attempted to clarify the correlations between the solidification 

microstructure and process parameters in AM. For instance, Helmer et al. [49] 

investigated the microstructure of and established a processing window for the nickel-

based alloy IN718 by PBF-EB. They found that a more focused beam induced the 

formation of new grains that hindered the development of a columnar grain structure, 

due to the stronger melt motion and steeper flanks of the molten pool (Fig. 1.16). Dehoff 

et al. [50] generated solid/liquid (S/L) interface instability and constitutional 

undercooling during epitaxial solidification, demonstrating the feasibility of producing 

both epitaxial and near-equiaxed grains by adjusting the scan strategy and PBF-EB 

parameters for IN718. Körner et al. [51] studied the effects of the scan strategy on the 

solidification conditions and showed that the direction of the thermal gradient during 

solidification could be altered by adjusting the scan strategy to produce either epitaxial 

growth or stray grains in PBF-EB of IN718. Raghavan et al. [52] proposed a new melt-
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scan strategy (point heat source fill) to control the grain size and primary dendrite arm 

spacing by altering the transient curvature of the molten pool and the solidification 

parameters in PBF-EB (Fig. 1.17). These researchers demonstrated the possibility of 

tailoring grain structures by modifying the molten pool geometry, the motion of the 

molten metal, and spatial-temporal variation of the thermal gradient and solidification 

rate during AM. Generally, researchers try to control microstructure by plotting process 

map (Fig. 1.18) that figuring out the relationship between process parameters and 

solidification microstructure. However, this method is time- and cost-consuming and is 

not suitable for all parameters. Meanwhile, the mechanisms of grain morphology 

evolution and texture formation have not been sufficiently clarified for PBF-EB-built 

alloy depending on the process conditions. The choice of optimum strategies to produce 

a required microstructure with the targeted PBF-EB-built alloy performance still 

requires exploration without extensive trial-and-error experimentation. 

1.4. Co-Cr-Mo alloy fabricated by PBF-EB 

CoCr-based alloys are the proper choice of medical biomaterials. Especially the Co-Cr-

Mo (CCM) alloy, which does not contain the element nickel that can induce allergy or 

even cancer, can be applied to the bone implants owing to the excellent mechanical 

properties and corrosion resistance [58]. 

   There is a habit of epitaxial solidification in PBF-EB process of CCM alloys. As a 

result of the overall heat flow direction, along the building direction, directional 

columnar grains with {001} texture are efficiently produced [47]. The as-built sample 

possesses higher ultimate tensile strength than wrought or as-cast ASTM F75 CCM 

alloys [59]. In terms of the matrix phase constitution, however, the microstructural 

inhomogeneity may present along the building direction. In CCM alloys, there are two 

equilibrium phases — one is γ-face-centered cubic (fcc) phase, which is stable at high 

temperature, typically exceeding 900 °C; the other is ε-hexagonal closed packed (hcp) 

phase which is stable at a lower temperature. In PBF-EB of CCM alloys, after the far-

from-equilibrium solidification immediately, the γ-fcc phase can exist as a metastable 
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phase even at a low temperature where the ε-hcp phase is stable. However, the repeated 

heating at a temperature of 850 °C and subsequent thermal cycling facilitate the phase 

constitution to vary spatially. According to the studies conducted by Sun et al. [47] and 

Wei et al. [60], along the building direction of the as-built sample, constituent phase 

varied from single ε-hcp phase in the bottom to single γ-fcc phase in the top (Fig. 1.19). 

The repeated heating process that acts as an aging process promotes the phase 

transformation from the metastable γ-fcc phase to the stable ε-hcp phase in the early-

built parts. Microstructural inhomogeneity (i.e., the distributions and fractions of γ-fcc 

and ε-hcp phases) significantly affects the mechanical properties of PBF-EB-built CCM 

alloy, since the phase transformation from γ-fcc to ε-hcp enhances the wear-resistance 

but deteriorates the ductility of the component. Depending on temperature conditions, 

the γ → ε phase transformation in CCM alloy can take place via diffusionless-

martensitic transformation or diffusional-massive transformation. Previous studies 

revealed the variability of microstructure of PBF-EB-built CCM alloy. However, the 

more in-depth understanding of the mechanisms governing phase transformation 

depending on thermal history still deserve exploration. And manipulating the phase 

constitution depending on the thermal history during PBF-EB fabricating is essential to 

obtain the appropriate performance of PBF-EB-built CCM alloy. 

1.5. Objective and research contents of this study 

The objective of the present study is to study the process mechanisms and aim at 

guiding for improving forming quality and microstructure of materials fabricated by 

PBF-EB.  

   According to the above description, current research still needs further (1) 

interpretation of how the powder properties affects the powder bed quality during the 

raking process; (2) investigation into the molten pool dynamics and their influences on 

the forming quality under the specific process conditions of PBF-EB; (3) discussion of 

powder bed characteristics with consideration of thermal properties and their influences 

on fusion behavior; (4) clarification of the mechanisms governing as-built 
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microstructure evolution and proposing efficient method for CET in as-built 

microstructure. These aspects are corresponding to the research contents of the present 

study. 

   The present study was conducted by taking the CCM alloy as the primary object of 

study. Also, to clarify the effects of material characteristics on the building process, 

some comparisons were made between CCM and IN718. The chemical compositions 

of CCM and IN718 alloys are shown in Table 1-2 and Table 1-3. 

   Because of the specific features of PBF-EB process, experimental quantifications 

of the transient and localized process in PBF-EB are difficult, thus, numerical 

simulations considering the unique processing conditions of PBF-EB, in conjunction 

with experiments, were used to analyze the building process.  
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 Table 1-3. Comparison between electron beam melting and selective laser melting. 

 

 

Table 1-2. Chemical composition of typical CCM alloy. 

 Cr Mo Ni Fe Si Mn C N Co 

mass% 27.7 6.1 0.02 0.05 0.57 0.6 0.05 0.1 Bal. 

 

 

Table 1-3. Chemical composition of typical IN718 alloy. 

 Ni Cr Mo Nb Ti Al Co Mn Fe 

mass% 52.5 19 3 5 0.9 0.5 1 0.35 Bal. 

 

 

  

 PBF-EB SLM 

Typical 

equipment 
Arcam A2X EOS M 290 

Build dimension 200×200×350 mm 250×250×325 mm 

Largest power 50 - 3000 W ~ 400 W 

Beam size 0.2 ~ 1.0 mm 0.1 mm 

Highest scanning 

speed 
~ 8000 mm/s ~ 7 m/s 

Building speed 15 ~22 mm3/s 2 ~8 mm3/s 

Preheating 

temperature 
(0.5-0.8) Tm / ~ 1100 ℃ 
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Fig. 1.1. Schematic illustration of the laser DED process. 
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Fig. 1.2. Schematic illustration of the PBF process using an electron beam (left) [53] or 

a laser (right) [54] as the heat source. 
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Fig. 1.3. Schematic illustration of the PBF-EB system.  
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Fig. 1.4. Schematic illustration of the PBF-EB process stages.  
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Fig. 1.5. PBF-EB-built acetabular cups with integrated Trabecular Structures for 

improved osseointegration [55]. 
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Fig. 1.6. PBF-EB-built Low-Pressure Turbine blade in γ-titanium aluminide [56]. 
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Fig. 1.7. Predefined packing sequence model where the green balls represent the 

powder layer, and the brown rectangle represents the substrate [34]. 
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Fig. 1.8. Random powder bed model depending on a sequential addition algorithm. (a) 

Schematic of the rain model for random packing with rotations. (b) Powder bed 

produced by the rain model. (c) Adjusting the relative density by removing some of the 

particles. (d) Cross section of a real powder bed (titanium alloy) [35]. 
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Fig. 1.9. Dynamic simulations by discrete element method (DEM) while taking into 

account the interparticle interactions but used a simple free-fall process [36]. 
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Fig. 1.10. DEM simulations of powder bed generation by recoating [39]. 
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Fig. 1.11. Heat transfer and molten metal dynamics during PBF-EB. 
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Fig. 1.12. Effect of fluid convection on temperature distribution and molten pool 

geometry, (a) temperature distribution on the powder bed top surface, (b) molten pool 

geometry at Y 5 6 mm along the electron beam scanning direction, and (c) molten pool 

geometry on the powder bed top surface, (1) pure-thermal model, (2) thermal-fluid flow 

mode [42]. 
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Fig. 1.13. Melting of a compact sample (top) is compared with the melting of a powder 

bed, using a two-dimensional multi-distribution function model based on the lattice 

Boltzmann method (LBM) with two D2Q9 lattices, one for simulating hydrodynamics 

and one for thermodynamics [43]. 
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Fig. 1.14. Integrated modeling framework to reproduce the major procedures of PBF-

EB developed by Liu’s group [45]. 
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Fig. 1.15. PBF-EB melting of Co-Cr-Mo alloy on a base material with the epitaxial 

grain growth. 
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Fig. 1.16. In (a) and (c), IPF-maps of PFB-EB-built Inconel 718 are shown with colored 

crystallographic orientations relative to the sample axis X. Stray grains can be observed 

for the focused beam in (c) indicating nucleation ahead of the solidification front, which 

results in texture with less strongly aligned grains [49]. 
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Fig. 1.17. Localized melt-scan strategy for site-specific control using a new melt-scan 

strategy (point heat source fill). Comparison of grain size and corresponding qualitative 

texture plot as a function of internal point offset (a) 200 μm (b) 400 μm (c) 600 μm (d) 

800 μm [52]. 
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Fig. 1.18. Process map for controlling solidification microstructure of single bead 

deposits of Ti64 in electron beam wire feed AM [57]. 

  



36 

 

 

Fig. 1.19. Phase maps of (a) Samples 1, (b) Sample 3, (c) Sample 4, and (d) Sample 7, 

illustrating the phase variation along the building direction of PBF-EB-built CCM alloy 

[60]. 
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Chapter 2 

Fundamentals of powder bed generation in 

PBF-EB 

2.1. Introduction 

Powder packing information is one of the dominant factors for powder-bed systems 

because only a limited number of powder are directly subject to the beam irradiation at 

a given time. The characteristics of powder bed add significant complexity to PBF-EB 

process and show an impact on final part properties. In particular, understanding the 

dynamic behavior of the powder particles during the layer-by-layer building process is 

essential for developing optimized strategies towards controlled component quality and 

shorter production lead time. It is hard to obtain and quantify the powder bed 

information via the experimental method, while numerical simulation has become a 

useful method to investigate powder bed generation and is convenient to conduct data 

analysis of powder packing properties. In this study, the dynamic behavior of a 

collection of powder during the raking process was simulated by utilizing discrete 

element method (DEM), aiming at investigating the effects of the different physical 

parameters on resultant powder rearrangement, focusing on packing density, powder 

flowability, particle size distribution (PSD), and their interplays. They are all useful 

information for optimizing PBF-EB process with less experimental effort in trial-and-

error. 

2.2. Methodology 

2.2.1. DEM modeling setup 

Experimental investigation of powder is usually limited to measuring bulk 

properties (e.g., mean size, particle size distribution, and packing density) and is not 

able to resolve the local configuration of individual particles on the powder bed. 
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The DEM is a well-known numerical technique that allows for the modeling of 

discrete granular objects as a collection of particles that interact at the contact points 

while following a governing force-displacement relationship [1]. A finite number of 

spherical particles, which are assigned predefined radii and mechanical properties, are 

generated to simulate different materials. The motion of the particles is dependent on 

the particle-to-particle contact and friction as well as on gravity. Based on the soft-

contact mode, which permits local overlapping, the exact relationship between particle 

deformation and the contact force can be determined. In brief, the underlying principle 

of DEM modeling is based on two laws: contact law and motion law (Fig. 2.1). Further, 

depending on the time-stepping algorithm used, the contact force is evaluated during 

each timestep and consists of the normal and tangential components taking place at the 

contact points. Newton’s second law is used to control the translational and rotational 

motions of each granular objects: 

𝑚i

𝑑𝑣i

𝑑𝑡
= 𝐹i + 𝑚i𝑔, (2-1) 

𝐼i
𝑑𝜔i

𝑑𝑡
= 𝑇i, (2-2) 

where 𝑚i is the mass of particle i, 𝑣i its translational velocity, 𝐹i the total force, 𝐼i 

the particle’s momentum of inertia, 𝜔i its angular velocity, and 𝑇i the total torque. 

The movement of the particles is determined at each timestep on the basis of the 

previous movement data and the contact forces experienced during the current timestep 

[2]. In brief, the underlying principle of DEM modeling is on the basis of two laws: the 

contact law (i.e., the force–displacement relationship) and motion law (i.e., Newton’s 

second law). The force–displacement relationship defines how the particles interact 

with each other and determines the changes in the force. Given that the particles of 

metal powder are never perfectly rigid but react to the loads to which they are normally 

subjected by undergoing contact deformations, the elastic deformability of the particles 

should be considered when modeling their interactions. The nonlinear elastic Hertz–

Mindlin no-slip contact model [3] was adopted in this study. The relationship between 

the elastic normal contact force, 𝐹n
E, and the overlap, 𝑈n, between the particles of two 

materials [4] can be expressed as follows: 
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𝐹n
E = 𝐾n𝑈n =

4

3
𝐸∗√𝑅∗𝑈n

3
2, (2-3) 

where 𝐾n  is the stiffness in the normal direction, 𝐸∗  is the equivalent Young’s 

modulus expressed as ((1 − 𝜈i
2)/𝐸i + (1 − 𝜈j

2)/𝐸j)
−1 , and 𝑅∗  is the equivalent 

radius when two particles come in contact (1/𝑅i + 1/𝑅j )
−1. 𝑈n is calculated by the 

difference between the sum of the radii and the distance between the centroids of the 

two bodies which is 𝑅i + 𝑅j − 𝐷ij for particle to particle or 𝑅i − 𝐷ip for particle to 

plane. According to Mindlin’s “no microslip” solution [5], the force in the tangential 

direction can be given as follows: 

𝐹t
E = 𝐾t𝑈t = 8𝐺∗√𝑅∗𝑈n𝑈t, (2-4) 

where 𝑈t  is composed of a rotational component with a rotational angle  휃  and a 

translational component 𝐷  and is thus equal to 𝐷 + 𝑅i휃 . Further, 𝐺∗  is the 

equivalent shear modulus when two objects come in contact and is ((2 − 𝜈i)/𝐺i  +

(2 − 𝜈j)/𝐺j )
−1 . Moreover, the tangential contact force is also limited, otherwise 

Coulomb’s law of micro-sliding friction will be introduced. Finally, we can see that the 

normal and tangential contact stiffness is equal to: 

𝐾n = 2𝐸∗√𝑅∗𝑈n, (2-5) 

𝐾t = 8𝐺∗√𝑅∗𝑈n. 
(2-6) 

Contact stiffness is dependent on the overlap between two bodies, rather than a constant 

determined by the given material, displaying the nonlinearity of this contact model. 

In actual particle flow, energy is dissipated by inelastic collisions and can also be 

converted into heat or sound energy until the system become stationary eventually [6]. 

However, in general DEM simulations, the energy inputted into the system can be 

dissipated only through frictional sliding in an elastic contact model. This model does 

not explain the changes in the kinetic energy for the case investigated in the present 

study, in which the rolling behavior between particles is dominant even in the absence 

of an external force. Thus, damping must be considered in DEM models when 

accounting for the consumption of energy. In simulations related to physics and 
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engineering, viscous damping is modeled mathematically as a force that is synchronous 

with the object’s velocity but has a direction opposite to that of the velocity. The force 

of viscous damping has a relation with the relative velocity: 

𝐹i
D = −휂𝑣i. (2-7) 

The damping coefficients,  휂 , in the normal direction and tangential direction are 

respectively expressed by 

휂n = 2√𝑚∗2𝐸∗√𝑅∗𝑈n

1
2휁n, (2-8) 

휂t = 4√𝑚∗2𝐺∗√𝑅∗𝑈n

1
2휁s, (2-9) 

where 𝑚∗ is the effective mass of the objects expressed as (𝑚i ∙ 𝑚j)/(𝑚i + 𝑚j ). The 

damping ratio 휁 is determined by the collisional properties of the system and can be 

expressed by the coefficient of restitution, 𝑒, between the two bodies in contact: 

휁 =
−𝑙𝑛 𝑒

√𝜋2 + (𝑙𝑛𝑒)2
. (2-10) 

Viscous damping force bases on the damping coefficient 휂 , in particular on the 

coefficient of restitution 𝑒 = 𝑣1 𝑣0⁄   (𝑣0  and 𝑣1  are the relative velocity at the 

contact point before and after the collision), which is a valuation of the kinetic energy 

exchange between the impaction particle and the target material during the impact 

process. Strictly speaking, coefficient of restitution is not a material property, nor yet a 

constant for any given material but depends on the details of the interaction force and 

the impact velocity [7]. However, the correlation between 𝑒 and impact velocity has 

been shown to be significant only at high impact velocities (>10m/s), and for practical 

purpose 𝑒 is often taken to be a constant not irrespective of impact velocity in DEM 

simulation [6]. 

In summary, the model used is based on a nonlinear elastic model for contact law 

and a viscous damping effect for energy dissipation. The motivation of a particles 

collection during the raking process in PBF-EB was simulated using the open-source 

software Yade. A detailed introduction of Yade-DEM implementations is available in 

the code’s documentation [8]. If one uses the appropriate initial conditions and 

parameters for the contacting models, soft particles can be used in simulations to 
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elucidate the mechanical behaviors of different materials reasonably. As the input 

parameters, the continuum mechanical properties, including Young’s modulus, 𝐸 ; 

Poisson’s ratio, 𝜈; and shear modulus, 𝐺 (= 𝐸 2(1 + 𝜈))⁄ , were used to calculate the 

nonlinear elastic contact force, while the friction angle of the alloy powder particles can 

be used to determine the interparticle frictional characteristics. 

2.2.2. Simulation implementation and validation 

The repose angle of a granular material (Fig. 2.2) is the steepest angle of descent of dip 

relative to the horizontal plane to which a material can be piled without slumping. 

Repose angle is related to the density, surface area and shapes of the particles, and the 

friction coefficient of the granular material. The smaller the repose angle, the frictional 

force is smaller, and the flowability is better. Thus, the properties and the interaction 

behavior of large numbers of powder can be reflected by the degree of this angle. In 

order to verify whether the contact model is approximated for the powder we used in 

this study, the DEM simulations that mimic the scenarios of measurement process of 

repose angle, were conducted, then compare to the practical powder accumulation form 

for validation (Fig. 2.3). By calibrating the coefficients related to the damping and 

friction, the simulated repose angle of CCM and IN718 alloy powders were matched 

those observed by experiments. The delivery of the metallic powder depends on the 

specific process condition. In this study, a series of powder raking simulations were 

performed. The powder bed generation process was simulated using a mobilizable rake, 

a fixed ground plane with a building box, and a collection of the alloy powder particles. 

Figure 2.4 shows a snapshot of the DEM simulation of the powder bed generation 

process. A cloud of particles with a predefined PSD was dropped and allowed to settle 

to the floor under gravity. The powder was then moved to the building box by the side-

to-side motion of the rake. The height of the building box was equal to the nominal 

thickness of the powder layer. All of the materials involved in the DEM simulations 

were assigned their respective mechanical properties. For validating the DEM model, 

the raking of the gas atomized CCM alloy powder was performed on the building 
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platform of an ArcamⓇ EBM A2X machine, and the obtained results were compared 

with those of the simulations. 

Figure 2.5 shows the simulated and experimental results for single-layer raking. The 

images of the particles distributed on the baseplate correspond to two different layer 

thicknesses. A larger layer thickness makes the particle distribution dense and uniform. 

More importantly, all of the simulated distribution patterns for the different powder 

layer thicknesses match those observed experimentally. 

The input parameters of the simulations and the properties of the CCM and IN718 

alloy powders [6][9][10] are listed in Table 2-1. 

2.3. Factors influencing powder bed packing density 

For PBF-EB process, the powder packing structure is a critical parameter. The powder 

bed packing density and the distribution of particles are expected to be a primary 

parameter affecting the material behavior and the process evolution. The energy 

absorption by the powder layer on powder-bed largely depends on the packing density 

of the powder bed. Thus, more attention should also be paid to the powder raking 

process and the characteristics of the powder bed. 

   From Fig. 2.6 that shows the powder delivery in the PBF-EB process, and we must 

understand a point that the practical layer thickness will change with the proceeding 

instead of a constant. In the first process step, a thin powder layer is applied with a 

stainless-steel rake on the building area. The gap distance between rake and platform is 

equal to the nominal layer thickness 𝐿0. After preheating and melting, the height of the 

melted part become smaller than the original layer thickness because of solidification 

shrinkage. Then lower the platform with the descent height equaling to nominal layer 

thickness. The downward height of building platform will remain the same in the 

complete process. Therefore, the thickness of new delivered powders is larger than the 

nominal thickness. With considering that the proportion of solidification shrinkage is 

approximately equals to the powder packing density by raking 𝜌𝑝, then the variation 

rule of real-powder layer thickness 𝐿𝑛 can be deducted: 
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𝐿𝑛 = 𝐿0 ∙ ∑ (1 − 𝜌𝑝)
𝑘𝑛−1

𝑘=0
, (2-11) 

where 𝑛 and 𝑛 − 1 denote the new and previous layer, respectively. 

By plotting this equation, it can be seen that the final steady thickness is reached 

after a few iterations and final steady thickness is inversely proportional to the packing 

density. Generally, we assume a uniform powder packing density of 50% [11]. Given a 

nominal layer thickness, the real-layer thickness evolves from one layer to another, as 

shown in Fig. 2.7 (a). After approximately ten processed layers, the real-layer thickness 

reaches a steady value that is almost twice the original nominal layer thickness. On the 

other hand, packing density can affects the real-layer thickness when the nominal layer 

thickness is given. Fig. 2.7 (b) shows that the final steady real-layer thickness is 

inversely proportional to the packing density. Hence, if the powder packing density is 

high, the variation in the real layer thickness over time will be indistinctive. Moreover, 

a lower packing density tends to postpone the advent of uniform layer thickness. 

   However, during the actual PBF-EB process, the powder packing density depends 

on the material and raking process. With considering the significant difference in real 

powder layer thickness, as shown above, an estimation of practical powder packing 

density is necessary for predicting the final quality and porosity of PBF-EB-built 

material. Actually, the powder packing density is not constant during the whole building 

process. The simulation results in Fig. 2.8 revealed that relative packing density 

increased with increasing powder layer thickness. The results are attributed to the 

following two factors. One is the filtering effect of the gap between the baseplate and 

rake, which rejects particles larger than the layer thickness. The other is the better 

compaction caused by a larger number of powder particles. An increase in the powder 

layer thickness results in higher relative packing density, but the dimensional accuracy 

of built parts might be sacrificed to some degree. Moreover, as shown in Fig. 2.9, with 

an increase in 𝐿0, final steady 𝐿𝑛 increases and high powder packing density can be 

obtained. In other words, for a higher product accuracy after PBF-EB — smaller layer 

thickness, the powder packing density may be sacrificed in some degree, which has a 

stronger effect on the amount of porosity that has to be released during the melting 

process. Thus, selecting the nominal layer thickness, not only the production speed, 
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dimensional accuracy, but also the resulting porosity of product, must be considered 

appropriately. 

2.4. Effect of powder flowability on powder bed 

pattern 

Powder layers themselves include many different properties such as the particle size 

distribution and related powder packing density, especially as well as flowability, which 

directly affect the features of powder bed pattern. The density and homogeneity of the 

final component rely on the layer-by-layer melting being performed on thin and uniform 

powder layers that are accurately generated by the powder raking device. 

To investigate the effect of powder flowability, two other kinds of virtual powder, 

with different flowability, were artificially created by adjustment of friction and 

damping effect of powder but with the same particle number and size distribution. The 

different flowability in simulation can be reflected by the different magnitude of repose 

angle of powder heap, as shown in the upper left of Fig. 2.10(a)(b)(c). The simulation 

results of layer patterns indicated that powder layer for greater flowability was more 

uniform and with a higher fraction of fine powder, as shown in Fig. 2.10(a)(d). The 

homogeneity of powder bed is an important prerequisite for high forming quality of 

PBF-EB-built component. Note that the high fraction of fine powder should contribute 

to the high powder bed homogeneity in the case of great flowability. The snapshot of 

powder heaping up by rake in Fig. 2.11 shows that better flowability is good for not 

only the fluent powder delivery but also the greater tendency for segregation of fine 

particles during powder flowing. In other words, the homogeneity of the powder layer 

can be improved by using powder with better flowability, and a sufficient flowability 

of a powder is essential for a successful PBF-EB process.  

Shape and surface quality of the particles essentially determine the powder flow 

behavior and powder bed quality. The qualities of the metallic powder depend on their 

producing process. Concerning the powder produced by the plasma rotating electrode 

process (PREP), the particles show near-perfect spherical shape, which is favorable for 
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powder flow during powder raking process. By contrast, the powder produced by gas 

atomization (GA) method that has a problem with the formation of satellites usually 

possesses non-spherical shape because of the adhesion with fine particles nearby. GA 

powder is usually irregular in shape with coarse surface texture resulting in deteriorate 

flowability. Moreover, PREP powder has finer overall size and much lower porosity 

than that of GA powder. Accordingly, PREP powder is more appropriate to be applied 

in PBF-EB process than GA powder that has an inherent weakness of flowability. 

Powder bed generation depending on the flow behavior of powder that is determined 

by particle size and particle shape is an essential prerequisite of successful fabrication 

by PBF-EB. 

2.5. Effect of particle size distribution on powder bed 

pattern 

Another factor that can influence the powder packing density is particle size distribution 

(PSD). The PSD of a metallic powder has a significant influence on the forming density 

of a component fabricated by powder-bed AM. Although it is possible to get high-

density values by using different powder types, the process conditions also have to be 

adjusted accordingly, in order to promote the process productivity. Moreover, the PSD 

does affect not only the density but also the powder layer homogeneity because the 

flowability would also be affected by PSD [12]. Therefore, PSD is thought to be one of 

the critical metal powder characteristics for additive manufacturing, and it seems 

commonly accepted that if the quantity of small spheres is high enough to fill up the 

gap between the large spheres, the higher overall relative packing density can be 

obtained [13]. With this in mind, the artificially created powder with a smaller overall 

size, as shown in Fig. 2.12(b), were mixed with original powder to make a half-and-

half in the number of particles powder mixture in simulation, aiming at increasing the 

proportion of fine powder. The comparison of simulation results between the cases of 

using original powder (Fig. 2.12(c)) and blended powder (Fig. 2.12(d)) illustrated that 

even though the relative packing density was higher in partial regions, the powder layer 
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homogeneity was decreased owing to the decreased flowability. Because an excessive 

fraction of fine powder increased the contact area between particles, friction became a 

primary factor that limiting powder flowability. Thus, powder packing density and 

powder bed homogeneity, both factors cannot be attended to one thing without 

neglecting the other. To produce PBF-EB-built components to be sufficiently dense and 

have excellent mechanical properties, the PSD should be designed to facilitate good 

packing behavior and powder bed homogeneity, and the appropriate fractions of powder 

with different size should be continued to explore. 

   In addition, during the interaction between the electron beam and powder bed, heat 

transfer in terms of energy absorption and heat radiation relies on PSD and resulting 

spatial distribution of particles on powder bed to a great extent, which will be 

investigated and discussed in later chapters. 

Conclusions  

The dynamic behaviors of the powder raking process were simulated using DEM 

modeling to examine how the powder properties affects the quality of the powder bed 

during the raking process. The effects of the physical parameters on powder bed pattern, 

focusing on packing density, flowability, particle size distribution, and their interplays:  

1) The practical powder packing density was influenced by corresponding layer 

thickness, and with an increase in nominal thickness, final steady layer thickness 

increases, and high powder packing density was obtained. 

2) The better flowability of powder was preferable for homogeneity of powder layer 

with higher packing density because the higher flowability favored the greater 

tendency for a fine particle moving downward during powder raking. 

3) The mixture of powder with large and small size could increase packing density, 

but it might be detrimental to the flowability and homogeneity. The excessive 

fraction of fine powder made the friction to be the main factor that limited the 

powder flowability. PSD should be designed to facilitate good packing behavior 

and powder bed homogeneity. 
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Table 2-1. Simulation input parameters of the simulations and the properties of the 

CCM alloy powders. 

   

Parameters CCM 

Particle density, 𝝆𝒂 8287 kg/m
3
 

Young’s modulus, 𝑬 210 GPa 

Poisson’s ratio, 𝝂 0.30 

Repose angle, 𝜱 29°  

Restitution coefficient, 𝒆 0.15 
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Fig. 2.1. Schematic illustration of the underlying principles of DEM modeling. 
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Fig. 2.2. Schematic of repose angle that is and indicator for powder density, friction and 

flowability. 
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Fig. 2.3. Calibrating the coefficients related to the damping and friction of the powder 

used in this study. (a) DEM simulations that mimic the scenarios of measurement 

process of repose angle. The simulated repose angle of (d) CCM and (e) IN718 alloy 

powders were matched those observed by (b)(c) experiments. 
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Fig. 2.4. Snapshots of the DEM simulation of powder bed generation process: (a) before 

raking, (b) during raking. 
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Fig. 2.5. (a)(b) Simulated and (c)(d) experimental results for single layer raking with 

CCM alloy powder corresponding to the layer thickness of (a)(c) 140 μm and (b)(d) 

100 μm. 
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Fig. 2.6. Schematic illustration of the evolution of practical powder layer thickness. 
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Fig. 2.7. Evolution of practical layer thickness for different (a) nominal layer thickness 

𝐿0 and (b) different packing density 𝜌𝑝.  
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Fig. 2.8. Simulated powder bed with different packing density under different layer 

thickness. 
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Fig. 2.9. Simulation results of the evolution of packing density and practical layer 

thickness under different nominal layer thickness 𝐿0 of (a) 70 μm and (b) 140 μm.  
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Fig. 2.10. Powder layer patterns with different flowability and corresponding powder 

repose angle: (a) powder with better flowability; (b) original powder; (c) powder with 

worse flowability; (d) high magnified image of layer pattern with better flowability. 
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Fig. 2.11. Simulation snapshot of powder heaping up by rake during powder bed 

generation. 
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Fig. 2.12. (a) PSD of original alloy; (b) PSD of artificially created powder mixture with 

smaller overall size. Powder layer patterns and with corresponding powder repose angle 

of (c) original powder and (d) powder mixture. 
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Chapter 3 

Fundamentals of molten pool behaviors in 

PBF-EB 

3.1. Introduction 

PBF-EB is a type of AM that involves multiple physical processes. Because of its 

unique process conditions compared to other AM processes, a detailed investigation 

into the molten pool behavior and dominant physics of PBF-EB is required. Fluid 

convection involves mass and heat transfer; therefore, fluid flow can have a profound 

effect on solidification conditions. This study focused on the fluid behavior, associated 

thermal status, and resultant solidification conditions during PFB-EB melting process. 

Because of the specific nature of the PBF-EB process, experimental characterization of 

temperatures is only possible on easily accessible surfaces of the sample but not at the 

interior sites. In this study, computational thermal-fluid dynamics (CtFD) simulations 

considering the unique processing conditions of PFB-EB, in conjunction with single-

bead scan experiments, were used to analyze the molten pool behavior and other 

solidification-related factors. The simulations and experiments in this study were 

performed without a powder layer, to investigate molten pool behavior without 

interference specifically. Using numerical methods, we clarified the dominant physics 

determining the fluid behavior in PBF-EB and elucidated the differences in molten pool 

behaviors between PBF-EB and PBF-L(laser). By comparing simulations of actual 

viscosity and artificially high viscosity (limited fluidity), the specific influence of fluid 

flow in PFB-EB was demonstrated. Understanding the fundamental processes of 

melting and gaining insight into processing mechanisms and factors influencing 

solidification is necessary to achieve microstructural control of PFB-EB-fabricated 

materials. 

3.2. Methodology 
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3.2.1. CtFD modeling setup 

CtFD is a computational solution of the equations governing thermo-fluid dynamics, 

including the conservation of mass/momentum/energy: 
𝜕𝜌

𝜕𝑡
+ ∇ ∙ (𝜌�⃗� ) = 0  , 

𝜕�⃗⃗� 

𝜕𝑡
+

(�⃗� ∙ ∇)�⃗� = −
1

𝜌
∇𝑝 + [1 − 𝛽(𝑇 − 𝑇m)]𝑔 + 𝜗∇2�⃗�  , 

𝜕(𝜌𝐻)

𝜕𝑡
+ ∇(𝜌𝐻�⃗� ) = ∇ ∙ (𝜅∇𝑇) +

∇(𝜌∆𝐻�⃗� ), respectively. Further details are provided in the literature [1] [2]. 

The 3D transient molten pool model was developed using FLOW-3D, a commercial 

CtFD software program [3]. The fluid free surfaces were modeled through Volume of 

Fluid (VOF) method in which a volume fraction of a fluid occupying each element in 

the computational domain is defined by an index F: 
𝜕𝐹

𝜕𝑡
+ 𝛻 ∙ (𝐹�⃗� ) = 0, where 0≤F≤

1. For a reasonably accurate description of the PBF-EB process, the physical model 

should be customized using specific conditions. The salient features pertinent to the 

specific problems addressed in this study are described below. 

Buoyant flow (i.e., thermal convection) can occur because of fluid density 

variations caused by thermal expansion: 𝜌(𝑇) = 𝜌ref[1 − 𝛽(𝑇 − 𝑇ref)] , where 𝛽  is 

the volumetric thermal expansion coefficient. The buoyancy effect is inherently 

included in the calculation by using a temperature-dependent density. The density of 

solid alloys as a function of temperature can be calculated from thermal expansion data, 

while the temperature-dependent density of pure liquid metals can be reasonably 

estimated from the empirical equation provided in a study [4]. Surface force terms 

contain three factors: capillary force, Marangoni force, and vapor recoil pressure, and 

must be incorporated into the model. The surface tension creates a capillary force, 𝛾𝑐�⃗� , 

that acts along the normal direction, �⃗� , to the molten pool surface to reduce the surface 

and shape, limiting the volume of the liquid to minimize the surface tension potential. 

Here, 𝛾 is the surface tension and 𝑐 is the local curvature of the molten pool surface. 

The temperature-dependent surface tension produces the Marangoni effect:  

𝛾(𝑇) = 𝛾L +
𝑑𝛾

𝑑𝑇
(𝑇 − 𝑇L), (3-1) 

where 𝛾L  is the surface tension (J/m2) at the liquidus and 𝑑𝛾 𝑑𝑇⁄   represents the 
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temperature coefficient of surface tension (J/m2∙K). Subsequently, the Marangoni force, 

acting along the tangent of the surface, can be written as: 

𝑑𝛾

𝑑𝑥
=

𝑑𝛾

𝑑𝑇
∇𝑇, (3-2) 

where ∇𝑇  is the temperature gradient (K/m) at the liquid/gas interface. Another 

driving force of the melt pool flow is the vapor recoil pressure, a normal counterforce 

caused by the interaction between the metal vapor and atmosphere: 

𝑝recoil(𝑇) = 𝐴𝑝0exp [
∆𝐻LV(𝑇 − 𝑇V)

𝑅𝑇𝑇V
], (3-3) 

where 𝑝0 , ∆𝐻LV , 𝑇V , and 𝑅  are the atmospheric pressure (Pa), latent heat of 

vaporization (J/kg), vapor saturation temperature (boiling temperature), and universal 

gas constant (J/K∙mol), respectively. 𝐴 is a ratio coefficient that is generally assumed 

to be 0.54, indicating that the recoil pressure due to evaporation is 54% of the vapor 

pressure at equilibrium on the liquid surface. This is a common assumption, whereby 

vapor flow velocity reaches its maximum possible (sonic) value [5]. The Clausius-

Clapeyron equation expresses the saturation vapor pressure at the corresponding 

temperature: 

𝑝sat(𝑇) = 𝑝𝑉1exp [
𝑘∆𝐻LV

(𝑘 − 1)𝐶P
(

1

𝑇V1
−

1

𝑇V
)], (3-4) 

where 𝑝𝑉1  and 𝑇V1  are the standard atmospheric pressure and the boiling point at 

𝑝𝑉1; 𝑘 is the adiabatic index (the ratio of the heat capacity at a constant pressure 𝐶P 

to heat capacity at constant volume 𝐶V ); and 𝑇V  in Eq. (3-3) is a function of 

atmospheric pressure. Moreover, especially for PBF-EB, a high-speed stream of 

electrons bombards the material to be melted. Therefore, impact pressure on the molten 

pool surface may be introduced by the incident electron beam: 

𝑝eb =
𝐼

𝑞e

4

𝜋𝐷2
𝛼𝑝∗, (3-5) 

where 𝐼, 𝑞e, 𝑝∗, and 𝛼 are the current (A), electronic charge (C), electron momentum 

(kg⋅m/s), and the corresponding fractional change in momentum, respectively. 

For the thermal conditions of PBF-EB, the heat source must be described as the 

energy input by the electron beam, which can be approximated as a Gaussian surface 

heat source: 
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𝑞(𝑟) =
2휂𝑄

𝜋𝑟0
2 exp(−

2𝑟2

𝑟0
2 ), (3-6) 

where, 𝑟0 is the effective beam radius (m) at which the energy density decays to 1/e2 

at the center of the beam spot, 𝑄 is the beam power (W), 𝑟 is the actual spot radius, 

and 휂 is the energy efficiency, which was assumed to be 90% [6]. Though the practical 

electron beam is a volumetric heat source, simulation results by applying a simplified 

surface heat source matched the experiments well according to our previous studies. 

For thermal balance, apart from the heat loss due to conduction, the radiation is 

governed by the Stefan-Boltzmann law: 

𝑗∗ = 𝜖𝜎(𝑇4 − 𝑇0
4), (3-7) 

where 𝜎 is the Stefan-Boltzmann constant (W/m2∙K4), 𝜖 is the material emissivity, 

and 𝑇0 is the ambient temperature (K). In addition, evaporative cooling is a naturally 

occurring process and it is commonly assumed that vapors evolve at a sonic velocity 

from the Knudsen layer adjacent to the molten surface. Applying the laws of 

conservation and kinetics across this vapor flow discontinuity allows the relevant 

thermal and pressure boundary conditions to be calculated for the molten pool surface. 

If the temperature of the liquid, 𝑇 , at a free surface is greater than the saturation 

temperature, 𝑇V, evaporative cooling can be described as follows [7]  

𝑞vap =
0.82∆𝐻∗

√2𝜋𝑀𝑅𝑇
𝑝0exp [

∆𝐻∗(𝑇 − 𝑇V)

𝑅𝑇𝑇V
], (3-8) 

where 𝑀  is the molar mass of the vapor and ∆𝐻∗  is the effective enthalpy (J/kg), 

which can be defined as 

∆𝐻∗ = ∆𝐻LV +
𝑘(𝑘 + 1)𝑅𝑇

2(𝑘 − 1)
. (3-9) 

It should be noted that cooling by air convection is neglected given the high vacuum 

(0.1 Pa) in the PBF-EB chamber, which also improves the calculation efficiency. The 

physical properties of the material and coefficients used in the developed model are 

listed in Table 3-1. These properties were obtained from values produced or deduced in 

the literature [4][8][9][10][11][12]. The computational domain established by Flow 

3D® has dimensions of 13 mm (length), 1.5 mm (width), and 1.25 mm (height). A biased 
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mesh for the finer mesh (20 μm) around the molten region and a coarser mesh (40 μm) 

in the surrounding base material was used for a total of 2.1 million cells. Regarding the 

computational cycle, the automatic time-step selection configuration was used as part 

of the input data. The program automatically adjusted the time-step size without 

violating the stability conditions. These conditions satisfy the criteria that no quantity 

should diffuse more than approximately one mesh cell in a single time-step [13]. A 

single-track melting simulation with a scan length of 10 mm took approximately 48 h 

to complete using an Intel® Xeon® CPU E5-1620 (3.70 GHz) with 32 GB of RAM. 

3.2.2. Experiments 

The CtFD model was validated using a series of experimental melting trials. To clearly 

understand the interaction between the electron beam and material, the process 

conditions were simplified to concentrate on the molten pool behavior. Based on this 

starting point for both the simulations and experiments, single-track melting trials were 

performed on CCM alloy substrates without powder using an ArcamⓇ A2X machine. 

In the experiments, the utilized power (P) was calculated as the product of the 

acceleration voltage (constant: 60 kV) and beam current. In this study, the single-track 

melting was implemented at P = 200, 400, 600, 800, and 1000 W and scan speeds (V) 

= 100, 300, 1000 mm/s. The trials were conducted without preheating, and the initial 

temperature of the substrate was 296 K. The composition of the substrate is listed in 

Table 3-2. To illustrate the differences in molten pool behavior depending on material 

properties, simulations and experiments were performed using IN718 for comparison. 

The melt track morphology was measured using laser confocal scanning microscopy 

(LCSM). Standard metallographic techniques were used to prepare the cross-sections 

of the PBF-EB single-track samples. Electron backscatter diffraction mapping was used 

for solidification structure analysis. Grain morphology measurements (aspect ratio) 

were performed using the ImageJ software package (National Institutes of Health, 

USA).  

3.3. Feasibility of CtFD simulation 
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3D transient and localized temperature field is an essential prerequisite in order to 

understand the critical process parameters that affect the consolidation quality of the 

components. CtFD is the accurate calculation method of 3D temperature fields 

requiring a fully coupled solution of both heat transfer and fluid flow equations. 

At first, we conducted a feasibility test of CtFD simulation by comparing with a 

finite element method (FEM) model that is a pure thermal model without considering 

fluid flow. The effects of fluid flow in temperature field and molten pool geometry were 

investigated by the comparison between CtFD and FEM models. As shown in Fig. 

3.1(a), a single-track melt region of IN718 was taken as the object of study. The 

chemical composition of IN718 base plate is shown in Table 3-3. As described, fluid 

convection often dominates the heat transfer when molten pool formation. Seen from 

the simulation result of molten pool geometry based on FEM model (Fig. 3.1(b)) and 

CtFD model (Fig. 3.1(c)) under the same PBF-EB process condition of P = 400 W and 

V = 300 mm/s, the pure-thermal FEM model showed a molten pool with narrower width 

and shorter length. CtFD simulation shows greater agreement with the experiment on 

molten pool geometry, compared with FEM simulation. The negative temperature 

coefficient of surface tension is responsible for an outward fluid flow on the molten 

pool top surface, which results in a shallow penetration with a large molten pool width 

and a long molten pool length. 

   Considering that the fluid flowability has a significant effect on molten pool 

geometry [14], a comparison between the simulation case of actual fluid viscosity and 

the simulation case of artificially high fluid viscosity that is 50 times of actual one, was 

performed. As shown in Fig. 3.2, the transverse cross-sections of the simulated molten 

pool based CtFD model and FEM model revealed that by increasing the viscosity, 

molten pool geometry based on the CtFD model becomes close to that based on the 

FEM model. Moreover, the molten pool surface temperature shown in Fig. 3.3 clearly 

showed that the temperature profile along longitudinal molten pool surface of CtFD 

simulation case of artificially high viscosity significantly increased and became close 

to that of FEM simulation because the heat transfer by fluid convection is restrained. 

Eliminating the fluid convection in the FEM model allows the total energy of the 
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electron beam to be absorbed to increase the molten pool temperature. Therefore, 

considering the molten metal convection is associated with a decrease in the maximum 

temperature of the molten pool surface. In conclusion, fluid flow shows essential effects 

on temperature distribution and resultant molten pool geometry.  

3.4. Dominant factors affecting fluid behavior  

Fluid flow is related to the formation of a variety of defects, and because the moving 

liquid transports heat, it often dominates heat transport. Figure. 3.4(a) and (c) show an 

optical micrograph and corresponding 3D laser microscopy surface profile, respectively, 

of a 10 mm experimental melt track on a CCM substrate. The depression is shown at 

the front and the trailing end uplifts. The morphology of the solidified melt track 

generated by numerical simulation exhibits a similar overall melt track geometry 

compared to the experimentally observed geometry, as shown in Fig. 3.4(b) and (d). 

Good matching between the simulation and experimental measurements were obtained 

with respect to the dimensions and shape of the melt region, as shown in Fig. 3.4(e). 

Fig. 3.5 shows the simulated molten pool with temperature distribution and fluid flow. 

A flow cycle was generated from the front to the rear, then back through the bottom of 

the molten pool. The strong backward flow on the surface formed behind the hot molten 

pool front, contributing to the accumulation of molten metal at the trailing end during 

translation. 

Three major surface effects determine the fluid flow and profile of the molten pool 

(Fig. 3.6). The convective flow of molten metal inside the molten pool is primarily 

driven by the Marangoni effect arising from the temperature-dependent surface tension. 

The non-uniform temperature distribution results in a surface tension gradient on the 

molten pool surface that drives the flow of molten metal. The second is the normal 

counterforce caused by interactions between the metal vapor and atmosphere. The 

molten pool would experience the recoil pressure due to vaporization of alloying 

elements. Finally, high-velocity incident electrons with momentum may induce an 

electron counter pressure, the magnitude of which depends on the input power.  
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In the simulation, Case A (reference case) includes all these effects. Comparisons 

of the reference with the cases using the same process parameters but excluding one of 

the factors to examine the individual influence and significance were performed. Fig. 

3.7 shows the simulated melt track and its associated temperature distribution under the 

process parameters: P=600 W; V=300 mm/s.  

In Case A (Fig. 3.7(a)), the molten metal flows backward from the depressed molten 

pool front. In Case B (Fig. 3.7(b)), the electron counter pressure was omitted from the 

simulation, but it did not affect the profile or thermal status of the molten pool. The 

impact of the electron beam carrying high-speed electrons negligibly influenced the 

molten pool surface. In Case C (Fig. 3.7(c)), no recoil pressure due to evaporation was 

stipulated. The depressed deformation of the molten pool front remained almost 

unchanged. It should be noted that the effect of metal evaporation plays a vital role in 

other processes (laser welding or selective laser melting) under nearly atmospheric 

pressure [15][16]. Just as in Eq. (3-3), vapor recoil pressure is highly dependent on the 

atmospheric pressure, 𝑝0 . Low chamber pressure produces a feeble metal vapor 

counterforce and the recoil effect of evaporation on the liquid surface is also weaker. 

The PBF-EB process operates under high vacuum (10−1 Pa) and such a low ambient 

pressure insufficient to induce a noticeable change in the molten pool. The vapor recoil 

pressure would have a more significant effect if the process were performed with 

considerably higher energy input because of the massive evaporation that would be 

induced. From Eq. (3-3), 𝑝recoil is also a function of temperature (𝑇), so a higher peak 

power density resulted in a higher peak temperature of the molten metal and recoil 

pressure. For example, the vapor recoil pressure contributes to keyhole formation in 

high-energy-density electron beam welding [4], where the energy density can be several 

tens of times higher than that in PBF-EB. The authors used a similar power (1000 W), 

but their welding speed (17 mm/s) was much lower than that used in this study. This 

suggests that the effect of the vapor recoil pressure is relatively insignificant under 

typical PBF-EB processing conditions. In Case D (Fig. 3.7(d)), Marangoni convection 

was eliminated by specifying a constant surface tension, resulting in a noticeable 

change in the molten pool profile and temperature distribution. Neither a visible 
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depression nor backward flow was observed in the molten pool. Moreover, without heat 

transfer by Marangoni convection, and with restricted surface cooling due to a smaller 

superficial area, the maximum temperature significantly increased. These results 

illustrate the significant influence of the Marangoni effect on fluid flow and heat 

convection in the PBF-EB process. 

The formation quality is closely associated with fluid behavior. In welding or AM, 

balling occurs if the length-to-width ratio of the molten pool is greater than 𝜋 (the 

Raleigh instability) [17]. If a disturbance occurs in the liquid stream, the molten metal 

may collapse into droplets under the surface tension. According to the above results, 

the molten pool is dynamic under thermocapillary convection caused by the Marangoni 

effect. The surface tension of molten metal depends on temperature and composition. 

A comparison of CCM and IN718 alloys was performed using the same process 

parameters. Compared to CCM (Fig. 3.8(a) and (b)), IN718 (Fig. 3.8(d) and (e)) shows 

a regular and smooth melt track, and the simulated molten pool with fluid velocity 

vectors (Fig. 3.8(f)) suggest a gentler fluid flow and steadier surface. The Marangoni 

force 𝑑𝛾 𝑑𝑥⁄ = (𝑑𝛾 𝑑𝑇⁄ )∇𝑇  depends on the temperature coefficient of the surface 

tension, 𝑑𝛾 𝑑𝑇⁄  , and temperature gradient on the molten pool surface, ∇𝑇 . 

Considering the melt hydrodynamic-related properties of the two alloys 

[18][19][20][21] listed in Table 3-4, CCM exhibits a larger magnitude of 𝑑𝛾 𝑑𝑇⁄  , 

approximately four times that of IN718. From the temperature distribution in Fig. 3.8(e) 

and (f), ∇𝑇  is not significantly different in the two alloys. In other words, the 

Marangoni force of the CCM melt is larger than that of the IN718 melt, indicating that 

stronger Marangoni convection occurs in the molten pool of the CCM alloy. Regarding 

the other melt hydrodynamic properties, such as viscosity and density, the values of the 

alloys are similar (Table 3-4). Thus, the irregularity and disconnection of the melt track 

in the CCM alloy are mainly induced by perturbations arising from the stronger 

Marangoni flow. The large magnitude of 𝑑𝛾 𝑑𝑇⁄  indicates that the molten pool formed 

by the liquid CCM alloy is more easily disturbed by Marangoni flow. Thus, it can be 

concluded that the Marangoni effect primarily determines the fluid behavior and 

significantly affects the molten pool instability and forming quality in PBF-EB 
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processes, especially for the CCM alloy, which has a high temperature coefficient of 

surface tension. 

3.5. Differences in molten pool behavior between PBF-

EB and PBF-L 

For the powder-bed fusion AM, PBF-EB and PBF-L(laser) are the most popular and 

commercially available processes. The major differences in the two types of systems 

are the heat source and building environment.  

Concerning the heat source, the electron beam is focused using a magnetic lens in 

PBF-EB, while optical lenses manage the laser beam in PBF-L. In PBF-EB, incident 

electrons with high-velocity strike on material, and then the kinetic energy of electron 

converts into heat energy. In PBF-L, the laser photon is released by excited atom, and 

then the focused beam of photons provides the concentrated heat energy, but part of the 

energy is absorbed, and the rest is reflected. Compared with laser, the electron beam 

can penetrate deeply into the material, and no reflection occurs. Therefore, PBF-EB 

possesses high energy efficiency. Concerning the building environment, a vacuum setup 

in the building chamber is necessary because of the nature of the electron beam. By 

contrast, argon is infilled into the building chamber with a pressure near atmosphere to 

prevent oxidation. 

As discussed previously, vapor recoil pressure is highly dependent on the building 

atmosphere pressure, 𝑝0. Low chamber pressure in PBF-EB produces a feeble metal 

vapor counterforce and the recoil effect of evaporation on the liquid surface is also 

weaker. The comparison between the simulation cases under vacuum (0.1 Pascal) and 

1 atm are shown in Fig. 3.10. The results clearly revealed that the molten pool became 

instable and convex-concave fluid surface presented under atmospheric pressure. 

Accordingly, vapor recoil pressure exerts a significant influence on the molten pool 

behavior in PBF-L. In addition, the multiple reflection effect of laser plays an important 

role during molten pool formation in PBF-L. Especially, in the case of high energy input, 

keyhole-mode melting that possesses a narrow and concave melt surface can be 
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activated because of a high vapor recoil pressure. Owing to the multiple reflections of 

laser, the keyhole allows the laser beam to propagate and reach the molten pool bottom. 

As a result, the total heat transfer rate is increased and the concave melt surface becomes 

deeper. 

For elucidating the differences in molten pool behavior between PBF-EB and PBF-

L, the CtFD simulation of PBF-L was performed for comparison. In the modeling of 

PBF-L, the vapor recoil pressure under atmospheric pressure and laser multiple 

reflections were introduced (Fig. 3.11). The effect of multiple laser reflections was 

implemented and coupled with the Fresnel energy absorption model that governs the 

energy portion absorbed from the reflected ray [22]. The simulation results of single-

track melting in PBF-EB and PBF-L under high line energy of 10 J/mm are shown in 

Fig.3.12. The input energy efficiency η was set as 90 % and 40 % for electron beam 

and laser respectively. The initial temperature of the computational domain was 1323 

K (preheating) in PBF-EB and 298 K (room temperature) in PBF-L. We can see, 

because of the deep concave molten pool induced by vapor recoil pressure and laser 

multiple reflections, numbers of pore defects formed after solidification in PBF-L. By 

contrast, without beam reflection and vapor recoil pressure being weak, the molten pool 

was stable, and no visible defect could be observed under the process condition of PBF-

EB. Thus, PBF-EB possesses a wider process window than PBF-L, ensuring process 

stability and forming quality.  

3.6. Effect of fluid flow on solidification parameters  

Fluid flow plays an essential role in the solidification process because the convective 

transport of heat at the solidification front determines the growth conditions of the solid 

phase. Using accurate calculations of the temperature and velocity fields, it is possible 

to determine the solidification conditions that produce improved solidified 

microstructure. The solidification mode of a metal alloy can be determined by the 

constitutional undercooling occurring in the liquid immediately in front of solid/liquid 

(S/L) interfaces. The degree of constitutional undercooling can be expressed by the 
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temperature gradient (G) and solidification rate (R) ahead of the advancing 

solidification front.  

The 𝐺 of a cell in the computational domain can be expressed as: 

𝐺 = √𝐺x
2 + 𝐺y

2 + 𝐺Z
2, (3-10) 

where 𝐺x, 𝐺y, and 𝐺z are the spatial components of the temperature gradient. The 𝑅 

can be subsequently calculated using the correlation with the cooling rate, and is 

equivalent to the velocity of the isotherms: 

𝑅 =
1

𝐺
×

𝜕𝑇

𝜕𝑡
. (3-11) 

As shown in Fig. 3.13(a), 𝐺 and 𝑅 at the solidification front were calculated at 

each time step and extracted from each cell within the solidification front over time on 

a fixed and monitored cross-section of the computational domain as solidification 

proceeds. The mid-section of the melt track along the scan direction was chosen as the 

ideal cross-section to monitor. In Fig. 3.13(b), the solidification front in the simulation 

is represented by the collection of cells whose solid fraction is 0 ˂  x ˂  1. The boundaries 

are equivalent to the liquidus and solidus isotherm. The corresponding fluid velocity 

(U) of each cell within the solidification front was collected for further analysis. The 

time, t0, is defined as the time when the maximum cross-sectional area of the molten 

pool occurs, indicating the start of solidification. Subsequently, G, R, and U values of 

the cells at the evolutive solidification front as the molten pool solidifies were collected 

step-by step over computational time until the entire pool passed through the plane (i.e., 

the monitored cross-section), as shown in Fig. 3.13(c). The G – R plot obtained from 

the CtFD simulation was compared with that obtained from the 3D Rosenthal solution, 

which is a commonly used analytical method. The G - R distributions determined using 

the two methods agreed, indicating the reliability of the data obtained from the CtFD 

simulation (Fig. 3.14). Further details regarding these methods are given in the 

Appendix. 

   To illustrate the specific effect of fluid flow on solidification, a simulation with 

artificially high viscosity (50 times greater than the actual value) was performed for 

comparison. Viscosity is a quantity that describes a fluid's resistance to flow. Fig. 3.15 
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shows the variation of 𝐺 and 𝑅 with artificially high and actual viscosity values as 

solidification proceeds where each point represents the 𝐺  or 𝑅  value of each cell 

within the solidification front at a specific time step. As solidification proceeds, 𝐺 

decreases and 𝑅  increases significantly at artificially high viscosity, as expected. 

Using actual viscosity, 𝐺 also clearly decreased, but before solidification proceeds for 

0.0055 s, 𝑅  exhibits a relatively ambiguous trend with higher values than those 

obtained with artificially high viscosity. Thus, it can be assumed that higher fluid 

activity increases the uncertainty of the solidification conditions. 

   The results presented in the above section indicate that fluid flow plays a vital role 

in determining the solidification rate (solid-liquid interface velocity). The solidification 

rate, 𝑅, is related to the beam scan speed as follows: 

𝑅 = 𝑉 cos 휃, (3-12) 

where 휃 is the angle of deviation of the normal to the S/L interface with respect to the 

scan direction (Y direction) and is calculated by: 

휃 = cos−1 (
𝐺y

𝐺
). (3-13) 

Thus, 𝑅 increases as 휃 decreases. The evolution of 휃 as solidification proceeds in 

the two simulations is shown in Fig. 3.15. The box plot shows the data at each time step. 

Before the solidification proceeds for 0.0055 s, the 휃 in the simulation with actual 

viscosity shows a lower general distribution level compared to that with artificially high 

viscosity. The effect of convective heat transfer on the solidification rate should be 

correlated with the fluid flow characteristics at the solidification front. The components 

of fluid velocity along the X, Y, and Z directions at the solidification front under actual 

viscosity conditions are shown in Fig. 3.16(a). The fluid flow along the +Y direction, 

corresponding to the scan direction, dominates the flow pattern during solidification. 

Similarly, the fluid flows in all directions dramatically decrease after 0.0055 s because 

coexistence with the pure liquid phase significantly enhances fluid activity at the 

solidification front. The simulated results of the flow pattern shown in Section 3.4 

demonstrated that the active fluid flow could push the cooler liquid from the trailing 

end through the bottom to the hot front of the molten pool. In other words, the fluid 
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flow along the +Y direction involves the cooled molten metal. The 𝑅 direction (i.e., 

normal to the S/L interface) is opposite to the heat dissipation direction. Thus, for a cell 

within the solidification front, the flow of the cooler fluid along the +Y direction 

decreases 휃  because of the change in heat dissipation direction, as depicted in the 

schematic in Fig. 3.16(b). 

The description above explains the ambiguous trend of the high values of 𝑅 before 

solidification proceeds for 0.0055 s. In other words, the increase in 𝑅 can be attributed 

to the change in spatial relation concerning the scan direction under active fluid 

convection. It should be noted that the discussion regarding the solidification rate does 

not consider the influence of crystal orientation or solute profile around the dendrite tip, 

which can also affect crystal growth under fluid flow [23]. Nevertheless, the mechanism 

influencing heat transfer by fluid flow was clarified by our modeling. 

Conclusions  

The molten pool behavior with associated the thermal status and solidification 

conditions of PBF-EB of the CCM alloy were investigated via CtFD simulations and 

experimental analysis under specific process conditions of PBF-EB. The specific effect 

of fluid flow was examined by comparison between simulation cases with actual and 

artificially high viscosities. The following conclusions can be drawn: 

1) In comparison with the pure-thermal FEM model, CtFD simulation showed greater 

agreement with experiment than the pure-thermal model, because fluid flow 

showed essential effects on temperature distribution and molten pool geometry. 

2) The CtFD simulation results revealed the decisive influence of the Marangoni 

effect on fluid behavior and heat convection of the molten pool. The Marangoni 

effect of molten metal primarily determined the molten pool geometry and 

significantly affected molten pool instability and resultant formation quality in 

PBF-EB of the CCM alloy. 

3) Without beam reflection and vapor recoil pressure being weak, the molten pool was 

stable, and no visible defect could be observed under the process condition of PBF-
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EB. Thus, PBF-EB possessed a wider process window than PBF-L, ensuring 

process stability and forming quality. 

4) Fluid flow played a vital role in determining the solidification rate, R (solid-liquid 

interface velocity). The increasing R values was attributed to changes in the spatial 

relation to the scan direction under the effect of active fluid convection. 

Appendix  

The 3D Rosenthal modeling method is an analytical tool that provides a quasi-steady-

state solution to the 3D heat conduction equation for bulk 3D geometries. The 

attractiveness of this method lies in its simplicity, as the computing expense for a 

massive number of points is negligible compared to entirely numerical techniques. 

However, this technique inherently cannot consider complex boundary conditions or 

non-uniform material properties [24]. 

   The Rosenthal point source solution for the 3D flow of heat in an infinite half-space 

[25] can be expressed in a dimensionless form as follows: 

�̅� =
𝑒

−(𝑧0̅̅ ̅+√𝑥0̅̅̅̅ 2+𝑦0̅̅̅̅ 2+𝑧0̅̅ ̅2)

2√𝑥0̅̅ ̅
2 + 𝑦0̅̅ ̅2 + 𝑧0̅

2
, (3-A1) 

where 

�̅� =
𝑇 − 𝑇0

(휂𝑃 𝜋𝜅⁄ )(𝜌𝐶P𝑉 2𝜅⁄ )
, 𝑥0̅̅ ̅ =

𝑥0

2𝜅 𝜌𝐶P𝑉⁄
, 𝑦0̅̅ ̅ =

𝑦0

2𝜅 𝜌𝐶P𝑉⁄
,

and  𝑧0̅ =
𝑧0

2𝜅 𝜌𝐶P𝑉⁄
. 

(3-A2) 

In the above normalizations, 𝑇  is the temperature at a certain location (𝑥0, 𝑦0, 𝑧0 ) 

relative to the moving point heat source and 𝑇0 is the initial temperature of the solid. 

The thermophysical properties 𝜌 , 𝐶P , and 𝜅  are assumed to be temperature-

independent and their values are listed in Table 3-A1. The cooling rate and thermal 

gradient can be obtained via differentiation of Eq. (3-A1).  
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Table 3-1. Thermophysical properties of alloys and coefficients and constants applied 

to the simulation. 

 
Symbol and 

unit 
Value for CCM Value for IN718 

Density 𝜌 (g/cm3) 8.28~7.13 8.19~7.16 

Viscosity 𝜇 (mPa ∙ s) 5.6~7.9 5.3~7.2 

Thermal conductivity  (W m ∙ K⁄ ) 14.5~37.6 8.9~29.6 

Specific heat 𝐶P (J kg ∙ K⁄ ) 465~760 435~720 

Emissivity 휀 0.23 0.32 

Liquidus temperature 𝑇L (K) 1703 1608 

Solidus Temperature 𝑇S (K) 1623 1523 

Boiling point at standard 

atmospheric pressure 
𝑇V1 (K) 3225 3111 

Latent heat of fusion ∆𝐻SL (J kg⁄ ) 3.14e+05 2.10e+05 

Latent heat of 

vaporization 
∆𝐻LV (J kg⁄ ) 6.34e+06 3.62e+06 

Surface tension at TL 𝛾L (J m2⁄ ) 1.85 1.88 

Temperature coefficient 

of surface tension 
𝑑𝛾

𝑑𝑇
(J m2⁄ ∙ K) -0. 00043 -0.00011 

Adiabatic index k 1.4 

Stefan-Boltzmann 

constant 
𝜎 (W m2 ∙ K4⁄ ) 5.67e-08 

8.314 

0.1 

298 

Universal gas constant 𝑅 (J K ∙ mol⁄ ) 

Environment pressure 𝑃0 (Pa) 

Environment 

temperature 
𝑇0 (K) 

Energy efficiency 휂 (%) 90 
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Table 3-2. Chemical composition of Co-Cr-Mo alloy substrate. 

Composition Cr Mo Ni Fe Si Mn C N Co 

Value (mass.%) 28 6 0.02 0.05 0.57 0.6 0.05 0.1 Bal. 

 

 

Table 3-3. Chemical composition of Inconel 718 alloy substrate. 

Composition Ni Cr Mo Nb Ti Al Co Mn Fe 

Value (mass.%) 52.5 19 3 5 0.9 0.5 1 0.35 Bal. 

 

 

Table 3-4. Melt hydrodynamics-related alloy properties. 

 
Surface tension (γ) 

at 𝑻𝐦 (𝐉 𝐦𝟐)⁄  

𝑑γ/𝑑𝑇 

(𝐉 𝐦𝟐⁄ ∙ 𝐊) 

Viscosity 

(𝐦𝐏𝐚 ∙ 𝐬) 

Density 

(𝐠/𝐜𝐦𝟑) 

CCM 1.85 -0.00043 5.6~7.9 8.28~7.13 

IN718 1.88 -0.00011 5.3~7.2 8.19~7.16 

 

 

Table 3-A1 Thermophysical properties of CCM alloy used for Rosenthal solution. 

Density 

(𝐠/𝐜𝐦𝟑) 

Thermal 

conductivity 

(𝐖 𝐦 ∙ 𝐊⁄ ) 

Specific heat 

(𝐉 𝐤𝐠 ∙ 𝐊⁄ ) 

Melting temp. 

(𝐊) 

Energy 

efficiency  

(%) 

8.01 28.1 635 1663 90 
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Fig. 3.1. (a) EBSD IPF map of single-track melting of IN718 under the process 

condition of P = 400 W and V = 300 mm/s. The corresponding simulation results of 

molten pool geometries based on (b) FEM model and (c) CtFD model. 

  

(a) 

(b) 

(c) 
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Fig. 3.2. Transverse cross-sections of the simulated molten pool obtained by single-

track melting of IN718 under the process condition of P = 400 W and V = 300 mm/s 

and based on CtFD model in the case of (a) actual viscosity and (b) artificially high 

viscosity, and (c) FEM model. 
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Fig. 3.3. Temperature profiles along longitudinal molten pool surface obtained by 

single-track melting of IN718 under the process condition of P = 400 W and V = 300 

mm/s and based on CtFD model in the case of actual viscosity and artificially high 

viscosity, and FEM model. 
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Fig. 3.4. Morphology of solidified melt performed by (a, c) experimental measurements 

and (b, d) simulation. (a) is optical micrograph and (b) is 3D LSCM image of the surface 

profile. Surface height and profile obtained from the simulation are shown in (c) and 

(d), respectively. (e) shows a good match of the dimension and shape of the melt region 

(cross-section) between the simulation and experiment. Process parameters: P = 600 W, 

V = 300 mm/s. 
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Fig. 3.5. Simulated molten pool with (a) temperature distribution and (b) fluid flow. 

Streamlines indicate fluid flow. 
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Fig. 3.6. Schematic illustration of three major surface effects determining the fluid flow 

and profile of the molten pool.   
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Fig. 3.7. Simulated molten pool with multiple physics: (a) Case A (reference case) with 

Marangoni effect, electron counter pressure, and vapor recoil pressure, (b) Case B 

without electron counter pressure, (c) case C without vapor recoil pressure, (d) Case D 

without Marangoni convection. In each figure, the upper part shows a 3D view of the 

melt track, and the lower part shows a 2D centrally longitudinal cross-section. The 

arrow with the value of velocity is the scale of the fluid velocity vector. Process 

parameters: P = 600 W, V = 300 mm/s. 
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Fig. 3.8. Comparison of melt tracks between (a, b, c) CCM and (d, e, f) IN718 under 

the same process parameter: P = 600 W, V = 1000 mm/s. The solidified melt tracks were 

characterized by (a, d) optical microscopy and (b, e) laser confocal scanning 

microscopy. Simulated molten pool with fluid velocity vectors shows different dynamic 

features between (c) CCM and (f) IN718. 
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Fig. 3.9. Comparison of simulated molten pool under (a) vacuum and (b) 1 atm, which 

illustrated that the vapor recoil pressure was highly dependent on the ambient pressure. 

Process parameter: P = 600 W, V = 300 mm/s.  

  

𝑃0 = 0.1 Pa 

𝑃0 = Atm. 

(a) (a) 

(b) 
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Fig. 3.10. Schematics illustrating the effects of vapor recoil pressure and laser multiple 

reflection in PBF-L. Both effects give rise to the deep concave molten pool and strong 

pore forming tendency in PBF-L. 
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Fig. 3.11. Simulation results of single-track melting in (a) PBF-EB and (b) PBF-L under 

high line energy of 10 J/mm. Process parameter: P = 1000 W, V = 100 mm/s. The input 

energy efficiency η was set as (a) 90 % and (b) 40 %. The initial temperature of the 

computational domain was (a) 1323 K and (b) 298 K. 

 

 

  

(a) (a) 

(b) 
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Fig. 3.12. Schematic of data extraction and representation form: (a) data is extracted 

from the cells of the solidification front located in a monitored cross-section of the 

computational domain over time. (b) Solidification front is represented by the collection 

of the cells whose solid fraction is less than 1 and higher than 0, and boundaries are 

equivalent to liquidus and solidus isotherm. G, R, and U of the cells only at (c) the 

evolutive solidification front which is encompassed by the dashed line and depicted in 

the color range between blue and red were collected step by step in computational time 

as the molten pool passes through this monitored cross-section. 
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Fig. 3.13. (a) 3D Rosenthal solution for a molten pool. The S/L interface is depicted as 

isothermal. (b) Transient S/L interface on the monitored cross-section by 3D Rosenthal 

solution, tracking from the beginning of solidification to 0.006 s. G-R value at S/L 

interface in (b) is plotted in (c), compared with the data extracted from CtFD simulation 

(Case: artificially high viscosity). Process parameter: P = 800 W, V = 300 mm/s. 

  

(a) 
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Fig. 3.14. Variation of temperature gradient G and solidification rate R of the cases with 

(a, c) artificially high viscosity and (b, d) actual viscosity as solidification proceeds. 

Each point represents the G or R value of each cell within the solidification front at a 

specific time step. Process parameters: P = 800 W, V = 300 mm/s. 

  

(a) (a) (b) 

(c) (d) 
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Fig. 3.15. Evolution of the deviation angle of the normal to the S/L interface with 

respect to the scan direction. Box plot depicts data at each time step. Process parameters: 

P = 800 W, V = 300 mm/s. 
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Fig. 3.16. Box plot in (a) depicts the components of fluid velocity along the X, Y, and 

Z directions at solidification front in the case with actual viscosity. Schematic shown in 

(b) showing the cooling fluid flow along +Y direction can decrease θ for a cell within 

the solidification front because of the change in the direction of heat dissipation. 

Process parameters: P = 800 W, V = 300 mm/s. 
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Chapter 4 

Effects of physical properties of powder 

layer on the fusion process 

4.1. Introduction 

The generation of a powder bed and the physical properties of the powder layer are the 

primary factors affecting the melting behavior during powder bed fusion (PBF)-based 

additive manufacturing. A thorough discussion of thermophysical properties of the 

powder layer depending on the characteristics of the powder bed (i.e., its spatial 

arrangement and particle size distribution) and their influences on fluid behavior, is still 

demanded to be clarified. 

In this study, we investigated the characteristics of the powder bed (i.e., its spatial 

arrangement and PSD) with consideration of physical properties (i.e., emissivity and 

thermal conductivity) and their influences on the PBF-EB process using a numerical 

framework. A particle-based DEM model proposed by Cundall and Strack [1] was 

utilized to simulate the generation of the powder bed. To our knowledge, the effects of 

the powder characteristics such as the PSD and packing density on the processability 

for PBF-EB have not been investigated in depth before. The information obtained from 

the DEM simulation regarding the packing structure of the powder bed was the initial 

geometrical data for the CtFD simulations of the heat transfer and fluid behavior. The 

properties of the simulated powder bed and, in particular, the particle distribution 

pattern and morphology after melting were then compared to those observed 

experimentally for validation. The effects of the powder layer on the process stability 

and the melting behavior of the powder for different PSDs were also investigated. 

Moreover, the effect of powder shape on the melting behavior was revealed. The 

obtained results should serve as guidelines for PBF-EB-based AM in the future. 

4.2. Simulations and experimental tests 
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In this work, DEM simulation was utilized to simulate the generation of the powder 

bed. The different characteristics of powder such as the particle size distribution and 

packing density determine the thermophysical properties of the powder bed, 

consequently the process stability and quality variation. Taking CCM alloy powder as 

an example (Fig. 4.1), there are two types of powder, namely, one fabricated by gas 

atomization (GA) and one fabricated by the plasma rotating electrode process (PREP). 

GA powder has a larger overall size than that of PREP powder. Thus, in this study, the 

powders with the ①large size (GA) and ②small size (PREP) were taken as the 

objects of study.  

The information obtained from the DEM simulation regarding the packing structure 

of the powder bed was the initial geometrical data for the CtFD simulations of the heat 

transfer and fluid behavior. After the powder bed generation simulation, the single-track 

melting behavior of the simulated powder bed in response to a high-energy electron 

beam as a moving heat source was simulated by CtFD. Concerning the energy 

absorption in the powder bed, PBF-EB is free form the influence of surface morphology. 

As shown in Fig. 4.2, compared with PBF-L in which reflected heat flux depends on 

the deviation angle between the incident ray and surface normal, electron beam 

penetrates material without reflection so that the absorbed heat flux is the same for a 

plated and a curved surface of the particle. On the other hand, the heat transfer in the 

powder bed was realized by heat conduction through solid and heat radiation from 

particle surface (Fig. 4.3). The shape factor 𝑆1→2 that is the proportion of the radiation 

which leaves surface 1 and strikes surface 2 was automatically calculated according to 

the equation 𝑆1→2 = 1

𝐴1
∫ ∫

cos𝜃1 cos𝜃2
𝜋𝑠2𝐴2𝐴1

𝑑𝐴2𝑑𝐴1 . An example of the single-track 

melting simulation is shown in Fig. 4.4, in which the colors are indicative of the 

temperature. There is a depression at the front, and the trailing end is lifted, implying 

that a backward fluid flow caused by the Marangoni effect resulted in the accumulation 

of the molten metal at the trailing end. For verification of simulation results, the PBF-

EB melting experiments were performed on the building platform of an ArcamⓇ EBM 

A2X AM machine, and the obtained results from the experiments were compared with 
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those of the simulations. 

4.3. On the role of powder layer in stability of the 

molten pool 

With powder layer, previous studies endeavored to figure out the relationship 

between process parameters and forming quality. However, the role of physical 

properties of powder layer on fusion behavior and process stability have not been 

clarified. For investigating the effect of the powder layer on the melt pool behavior and 

the resultant melt track profile, a series of single-track melting simulations were 

performed for two cases: with and without the powder (substrate only). Figure 4.5 

shows the simulated melt tracks with and without the powder layer for three sets of 

process parameters. In these simulations, the powder was assigned the PSD of a small 

size powder. The colors of the melt tracks are indicative of the surface height. 

Depression is present in the front, and the trailing end is lifted owing to the Marangoni 

effect, which drives the fluid flow from the hot front of the molten pool towards the 

cold rear because of the temperature-dependent surface tension. Without the powder 

layer, the profile of the melt tracks was stable, with the surface being smooth for all 

three sets of process parameters (Fig. 4.5). On the other hand, with the powder layer 

present, the molten metal became unstable at relatively higher beam scan speeds. The 

melt track tended to break into segments under the following process parameters: P = 

600 W and V = 1500 mm/s. Thus, the simulation results suggest that the degree of 

influence of the powder layer on the solidified profile of the melt tracks depends on the 

process parameters used.  

The forming quality is closely related to the fluid behavior, and we expected to be 

able to avoid balling or separation of the melt track. The mechanism responsible for the 

formation of irregularities or disconnections in molten metal is the capillary effect 

resulting from the interplay between the surface tension and the wetting conditions, 

which depends on the local stochastic configuration of the powder [2]. The capillary 

action of the molten pool is a combination of the surface tension caused by cohesion 
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within the fluid and adhesion between the fluid and the surrounding solid phase. The 

wetting property of a fluid is its ability to maintain contact with a solid surface. For a 

smooth and horizontal surface, the wetting conditions remain constant, and 

consequently, the molten pool should be highly stable. Regarding melting on a powder 

layer, unlike melting on a solid base without a powder, nonuniform capillary action 

occurs longitudinally along the melt track because the wetting properties of the adjacent 

powder particles, which have an irregular distribution, determine the lateral spreading 

of the molten pool. Thus, given the stochastic nature of the powder layer, these 

irregularities can be correlated to the arrangement of the particles. 

With an increase in the scan speed, the Plateau-Rayleigh instability [3] tends to 

become significant when the length-to-width ratio of the molten pool increases. Under 

these circumstances, if a disturbance were to occur in a fluid stream, the molten metal 

probably collapses into droplets under the action of the surface tension. Thus, when the 

powder layer was present, given its stochastic nature, the nonuniform capillary action 

caused disturbances along the melt track, leading to its separation or the formation of 

disconnections, with balling occurring at relatively higher scan speeds.  

4.4. Thermophysical properties of powder bed 

The stochastic nature of the powder bed mainly causes the thermal behavior to be 

different from that in the case of melting on the solid base without the powder. Figure 

4.6 shows cross sections of the simulated molten pool of the single track shown in Fig. 

4.5. The volume of the molten pool without the powder layer is larger than that with 

the powder layer; this is the case for all three sets of process parameters. 

Above results indicate that the existence of the powder layer alters the conditions 

for energy transfer. The emissivity and thermal conductivity of the powder layer are 

critical parameters during the PBF-EB process. The emissivity of a material determines 

the amount of energy it emits through thermal radiation; this affects the effective energy 

absorbed by the material. The surface state of the powder bed is different from that of 

the solid base in the absence of the powder. Thus, evaluating the emissivity becomes 
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necessary for predicting melting efficiency. The effective heat absorbed by the powder 

bed surface, 𝑄bed (W/m2), which depends on the beam power, 𝑃, can be expressed by 

the following equation, which is on the basis of the Stefan–Boltzmann law: 

𝑄bed =
휂𝑃

𝜋𝑟2
− 휀bed𝜎𝑆(𝑇s

4 − 𝑇a
4), (4-1) 

where 휂 is the absorption efficiency, 𝑟 is the radius of the electron beam (m), and 

휀bed is the emissivity of the powder bed. Note that a powder bed with a single layer is 

not a complete powder packing box. Since the nominal powder layer thickness is close 

to the mean diameter of the powder particles, the particles do not fully cover the solid 

base with the horizontal movement of the powder rake. As shown in Fig. 4.7, energy 

from the electron beam is absorbed not only by the powder but also directly by the solid 

base of the substrate. Thus, 휀bed can be expressed as follows: 

휀bed = 𝐹powder휀powder + (1 − 𝐹powder)휀plate, (4-2) 

where 𝐹powder is the area fraction of the projected plane of the powder in the direction 

of the electron beam. Further, 휀powder and 휀plate are the emissivities of the packed 

powder and bare plate (= 휀solid), respectively. The emission from the packed powder 

is assumed to be induced by the heated particles and the space between the particles [4]: 

휀powder = 𝐴h 휀h + (1 − 𝐴h)휀solid, (4-3) 

where 𝐴h is the area fraction of the surface that is occupied by the radiation-emitting 

holes. The emissivity of the holes, 휀h , is a function of the solid emissivity and the 

packing porosity, 𝜑. They can be expressed as follows [5]: 

𝐴h =
0.908𝜑2

1.908𝜑2 − 2𝜑 + 1
, 휀ℎ =

휀solid [2 + 3.082 (1−𝜑
𝜑

)
2

]

휀solid [1 + 3.082 (1−𝜑
𝜑

)
2

] + 1
. (4-4) 

As per the above expressions, 휀ℎ should be larger than 휀solid. Hence, 휀bed would be 

larger than 휀solid . The variables involved and the simulation results for the surface 

temperature, 𝑇s, are summarized in Tables 4-1 and 4-2, respectively. 휀bed was almost 

twice as large as 휀solid . Moreover, the mean value of 𝑇s  with a powder layer was 

larger than that without the powder; this may be a result of the low thermal conductivity 
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of the powder layer. For the same ambient temperature, 𝑇a, the heat absorbed by the 

powder bed, 𝑄bed, was lower than the heat 𝑄, absorbed by the solid base without the 

powder. In conclusion, the presence of the powder layer increased the emissivity of the 

material, resulting in a decrease in the absorbed heat flux and thus the volume of the 

molten pool. 

4.5. Effect of powder size distribution (PSD) on the 

fusion process 

PSD is another essential characteristic of the metal powder during AM. In this work, 

powder beds were generated during the DEM simulations using different PSDs under 

the same layer thickness (140 μm). The PSDs of ① large-size powder and ②small-

size powder, and a half-and-half powder mixture of these two powders were used in the 

simulations (Fig. 4.1). The left side of Fig. 4.8 shows snapshots of the simulated powder 

beds with the three different PSDs. The corresponding porosity, 𝜑, values are shown 

below the figures. The greater the fraction of small-size powder, the lower the 𝜑 value 

was. Since large-size powder has a larger overall particle size, the packing density in a 

constant volume should increase with an increase in the proportion of small-size powder. 

It is commonly accepted that when a sufficient number of particles are present to fill 

the gaps between the larger ones, the packing density will be high [6]. Simulating 

single-track melting with the same process parameters using CtFD resulted in different 

surface profiles for the different PSDs, as shown in the right side of Fig. 4.8. An 

irregular profile and concave–convex surface reliefs were observed for a high fraction 

of small-size powder.  

As described previously, the forming quality is closely associated with the capillary 

action of the molten pool. The interactions between the rapidly formed molten pool and 

the surrounding particles/solid base determine the progression of the melt track. If the 

molten metal wets the substrate, the molten pool will spread horizontally and solidify 

with a relatively smoother surface. Conversely, when the molten metal encounters a 

particle, the melting of adjacent particles and the limited thermal conduction in the 
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horizontal direction suppress the horizontal spreading of the molten pool to a great 

extent. The surface tension then pulls the molten particles into the molten pool, thus 

increasing the probability of melt humping. In the case of a powder bed composed of a 

significant fraction of small-size powder with a high packing density, the horizontal 

wetting of the melt on the substrate would be significantly restricted.  

As discussed in Section 4.4, the presence of the powder layer affects the thermal 

behavior during the melting process. The equation for the thermal conductivity of 

powder beds has been given in the literature [4][7]; this equation contains a term related 

to thermal conduction by radiative heat transfer, 𝜅r. In the case of the high vacuum in 

the building chamber of the PBF-EB system, the thermal conductivity of the continuous 

gas phase is assumed to approach zero. Thus, 𝜅bed should also consist of components 

related to the solid base and packed powder (Fig. 4.7). Hence, the equation for thermal 

conductivity used in this study was the following: 

𝜅bed = 𝐹powder{(1 − √1 − 𝜑)𝜑𝜅r + √1 − 𝜑[(1 − Λ)𝜅r + 𝜙𝜅s]}

+ (1 − 𝐹powder)𝜅s, 

(4-5) 

where Λ  is the fractional contact area of solid-solid contact, 𝜅s  is the thermal 

conductivity of the solid material, and 𝜙  is the Juttner modulus for the first-order 

irreversible chemical reaction. Further, 𝜅r is the thermal conductivity component of 

the powder bed caused by the radiation and is given by the Wakao–Kato expression [7]: 

𝜅r =
4휀powder𝜎𝑇s

3𝑋r

1 − 0.132휀powder
, (4-6) 

where 𝑋r is the effective length for radiation between the particles or the diameter 

of the powder particles. From Eqs. (4-3) and (4-5), it can be concluded that different 

PSDs with variable packing densities (1- 𝜑) result in different emissivity (휀bed) and 

thermal conductivity (𝜅bed) values. As can be seen from the calculated results in Table 

4-3, 휀bed increased, and 𝜅bed decreased with an increase in the fraction of small-size 

powder. Thus, owing to the increased emissivity of the powder bed, 휀bed, the energy 

absorbed from the electron beam became insufficient to melt the surrounding particles 

completely. Further, the decreased thermal conductivity of the powder bed, 𝜅bed , 
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hampered the lateral heat transfer in the molten pool. Both effects limited the horizontal 

spreading of the molten pool and increased the instability of the melt track when a large 

fraction of small-size powder was used. Thus, it can be concluded that a relatively 

greater amount of input energy is needed to melt the small-size powder layer. The 

experimentally determined surface profiles for large-size and small-size powders after 

single-track melting shown in Fig. 4.9 were similar to those obtained from the 

simulations. It can be also seen clearly in that, under high-power conditions, the surface 

quality of the melting track of small-size powder improves, as expected.  

C. Körner et al. [2] investigated the consolidation mechanisms of powder particles 

during the PBF-EB process using simulations. They claimed that a lower powder 

packing density results in a less stable molten pool and higher porosity. This conclusion 

seems to be based on their numerical model, in which the emissivity of the packed 

powder was not considered, and the melting process was simulated for a 2D layer of 

the packed powder without considering the surrounding substrate, especially in the 

horizontal direction. However, it needs to be emphasized that, during PBF-EB 

processes, the powder bed consists of not only the powder particles but also the part of 

the solid base of the substrate that is not covered by the powder. The effect of the 

substrate below the powder bed on the melting behavior should be considered when 

determining the effects of the powder bed properties such as the layer thickness and 

PSD, among others, on the forming quality. 

In summary, for powders with different PSDs and packing densities, the differences 

in the capillary-driven motion and thermal transfer characteristics on the powder bed 

lead to variations in the melting behavior and the resultant profile of the melt tracks. In 

addition, the use of powders with different PSDs and packing densities may be 

necessary for tuning the process parameters in order to ensure exceptional forming 

quality. 

4.6. Effect of powder shape on the fusion process 

Above results indicated the essential influence of heat radiation on the fusion process 
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of the powder bed. To investigate the role that emissivity of powder layer plays in the 

interaction between the electron beam and powder bed. The simulation cases with and 

without heat radiation were created and compared with each other. As shown in Fig. 

4.10, it clearly shows that if heat radiation is eliminated, a relatively smooth melt-track 

can be obtained, which illustrates the importance of heat radiation. 

Different powder types with different surface conditions would possess variation in 

heat radiation. So next, the effect of powder shape on the fusion process in PBF-EB 

should be investigated. The IN718 alloy powder was selected for performing 

simulations and single-track melting experiments. There are two types of IN718 alloy 

powders, namely, one fabricated by gas atomization (GA) and one fabricated by the 

plasma-rotating electrode process (PREP). Gas atomization during which the molten 

steel is atomized thanks to inert gas jets into fine metal droplets which cool down during 

their fall in the atomizing tower, is the most significant and the most common approach 

of powder production. Plasma-rotating electrode process is a centrifugal atomization 

process developed by Starmet in which plasma arc is utilized, and this approach is 

currently a leading candidate for powder production applying to AM [8]. In PREP 

production, the metallic powder is produced by melting of the end of a metal bar using 

an electric arc or plasma. Owing to the metal bar rotating about its longitudinal axis, 

molten metal is centrifugally ejected, which results in fine droplets that are then 

collected as solidified powders. The geometrical characteristics of the two powders are 

significantly different. As shown in Fig. 4.11, concerning GA powder, there are a 

significant fraction of powder particles featured satellites, irregularly shaped particle. 

By contrast, concerning PREP powder, almost all the particles are spherical, and the 

circularity of the particles is significantly higher than that of GA powder. Being 

different from the CCM alloy powder, the two types of IN718 powders possess almost 

consistent PSD. Thus, in this study, the two types of IN718 alloy powders without 

interference from PSD were applied to investigate the effect of powder shape on the 

fusion process. 

   In DEM numerical simulation, to model the dynamics of non-spherical powder with 

satellite particles attaching, particle clumping method [9] by which rigid aggregate of 
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individual particles can be created was applied. Particles within the rigid aggregation 

can overlap if interforce was released before the simulation starts [10]. Additionally, 

DEM simulation supports to satisfy the roundness of a clump or roundness coefficient 

of a packing. In this study, the circularity of powder in 2D SEM images was taken to 

approximate the roundness (Fig. 4.12). As shown in Fig. 4.13, by using the four types 

of predefined particle clumping and adjustment of their fraction for circularity matching 

with the experimental circularity of GA powder of IN718 in DEM simulation, GA 

powder can be created and possesses the same PSD with that of PREP powder. 

   The spherical and non-spherical powders should possess different surface area even 

with the same volume; thus, the amount of heat radiation would be different. Seen from 

the simulation results of the single-track melting of PREP and GA powders in Fig. 4.14, 

a more uneven surface profile of melt track can be observed for GA power, compared 

with that for PREP powder under the same process condition. The relative packing 

density and surface area of powder layers with different types of powder are shown in 

Table 4-4. We can see, as with the large fraction of fine satellite particles, GA powder 

layer possesses higher packing density than PREP powder layer, meanwhile, the surface 

area is large in the GA powder layer. As a result, a high emissivity of GA powder layer 

due to a large total surface area decreased the energy absorption from the incident 

electron beam. The insufficient melting and wetting of molten metal and base plate 

promoted the molten pool instability and made the surface profile to be uneven. 

   The experimentally determined surface profiles for PREP and GA powders of 

IN718 after single-track melting is shown in Fig. 4.15 were similar to those obtained 

from the simulations. It can be concluded that the powder shape can influence the 

energy absorption because heat radiation is significantly determined by the surface area 

of the powder layer. 

Conclusions 

In this work, the dynamic behaviors of a powder collection during the powder raking 

process was simulated using DEM modeling. In addition, CtFD simulations of the heat 
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transfer and fluid flow processes were also performed to elucidate the fusion of the 

powder bed during the PBF-EB process. The main conclusions derived from this study 

can be summarized as follows: 

1) Powder layer, with its stochastic nature, provided more fluid disturbance caused by 

non-uniform capillary actions, efficiently producing the irregularity or 

disconnection of melt-track with increasing scan speed. 

2) Concerning the particle size, for the powder bed with small-size powder, the 

increased emissivity and decreased thermal conductivity of the powder bed 

induced the instability of the melt track. 

3) The spherical and non-spherical powders possessed different surface features; thus, 

the amount of heat radiation was different. PREP powder with high circularity and 

small surface area was appropriate for PBF-EB, which was favorable for molten 

pool stability and could enlarge the process window. 
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Table 4-1 Calculated 휀bed and involved variables of the powder bed. 

Variables 𝜺𝐛𝐞𝐝 𝜺𝐛𝐚𝐫𝐞 𝐩𝐥𝐚𝐭𝐞 𝜺𝐩𝐨𝐰𝐝𝐞𝐫 𝜺𝐡 𝑭𝐩𝐨𝐰𝐝𝐞𝐫 𝑨𝐡 𝝋 

Value 
0.42 

W m2⁄  

0.25 

W m2⁄  

0.43 

W m2⁄  

0.48 

W m2⁄  
0.93 0.78 0.664 

 

 

Table 4-2 Simulated results of surface temperature 𝑇s. 

Process condition w/o powder layer w/ powder layer 

P=600 W, V=300 mm/s 1191 K 1272 K 

P=600 W, V=1000 mm/s 1148 K 1159 K 

P=600 W, V=1500 mm/s 1139 K 1144 K 

 

 

Table 4-3 Calculated 𝜅bed, 휀bed of powder bed with different powders. 

 𝜿𝐛𝐞𝐝 𝜺𝒃𝒆𝒅 

Large-size powder 14.83 W m ∙ K⁄  0.33 W m2⁄  

Half-and-half mixture 10.24 W m ∙ K⁄  0.37 W m2⁄  

Small-size powder 2.30 W m ∙ K⁄  0.42 W m2⁄  

 

 

Table 4-4 Relative packing density and surface area of powder layers with different 

types of IN718 alloy powder. 

 Packing density Surface area (cm2) 

PREP 0.3084 38.3285 

GA 0.3507 46.8526 
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Fig. 4.1. SEM images of two types of CCM alloy powder samples: one produced by (a) 

gas atomization (GA) and one produced by (b) plasma rotating electrode process 

(PREP), possessing large and small overall size respectively. (c) Particle size 

distributions (PSDs) of the two samples measured by the laser diffraction method. 

 

  

(c) 

(b) PREP-powder (a)  GA-powder 
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Fig. 4.2. Schematics showing the energy absorption in (a) PBF-EB and (b) PBF-L. 

Compared with (b) PBF-L in which reflected heat flux depends on the deviation angle 

between the incident ray and surface normal, electron beam penetrates material without 

reflection so that energy absorption in (a) PBF-EB is free from the influence of surface 

morphology. 

 

  

(a) (b) 
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Fig. 4.3. (a) Schematic showing the heat transfer in the powder bed through ① heat 

conduction and ② heat radiation which takes account of the (b) shape factor of two 

differential areas..  

 

 

  

(a) (b) 
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Fig. 4.4. Snapshot of an example of CtFD simulation of single-track melting in the case 

of power P = 600 W, scanning velocity V = 300 mm/s. 
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Fig. 4.5. Simulated melt tracks without and with powder layer for three sets of process 

parameters. In the lower side, the colors of the melt tracks are indicative of the surface 

height. 
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Fig. 4.6. Cross sections of the simulated molten pool of the single track (a) without and 

(b) with powder layer. (c) Evolution of molten pool volume during the melting process. 

Process parameters from top to bottom: P = 600 W and (a-1)(b-1)(c-1) V = 300 mm/s, 

(a-2)(b-2)(c-2) V = 1000 mm/s, (a-3)(b-3)(c-3) V = 1500 mm/s. 

  

(a-1) 

(a-2) 

(a-3) (b-3) 

(b-2) 

(b-1) 

(c-1) 

(c-2) 

(c-3) 
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Fig. 4.7. The schematic show that energy from the electron beam is absorbed not only 

by the powder but also directly by the bare plate without powder (depicted as the red 

line). 
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Fig. 4.8. Snapshots of the simulated powder beds with the three different PSDs: (a) 

large-size powder; (c) a half-and-half powder mixture; (e) small-size powder. The 

corresponding porosity, φ, values are shown below the figures. Simulating single-track 

melting under the process parameters: P = 300 W, V = 1000 mm/s, resulted in different 

surface profiles for the different PSDs. The melt tracks are colored as the surface height. 

Powder types from top to bottom: (b) large-size powder; (d) a half-and-half powder 

mixture; (f) small-size powder. 

  

(a) (b) 

(c) 

(e) 
(f) 

(d) 
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Fig. 4.9. Experimentally determined surface profiles for large-size powder and small-

size powders after single-track melting under the process parameters: P = 300 W, V = 

1000 mm/s and P = 600 W, V = 1000 mm/s. 
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Fig. 4.10. Simulated surface profile on single-track melting of CCM powder in the cases 

of with and without heat radiation. Process parameter: P = 300 W, V = 1000 mm/s. 

  



129 

 

 

 

 

 

 

 

 

Fig. 4.11. SEM images of two types of IN718 alloy powder samples: one produced by 

(a) gas atomization (GA) and one produced by (b) plasma rotating electrode process 

(PREP), possessing almost consistent PSD. (c) PSD of the two samples measured by 

the laser diffraction method. 

  

(a) (b) 

(c) 
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Fig. 4.12. Schematic illustration of powder circularity measurement by Image J 

depending on SEM images of powder. 
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Fig. 4.13. By using the (a) four types of predefined particle clumping and adjustment 

of their fraction for circularity matching with experimental one in DEM simulation,(c) 

GA powder can be created and possesses the same PSD with that of (b) PREP powder. 

  

(a) 

(b) (c) 
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Fig. 4.14. Simulation results of single-track melting of PREP and GA IN718 alloy 

powder. Process parameter: P = 300 W, V = 1000 mm/s. 
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Fig. 4.15. Experimentally determined surface profiles for (a)(c) PREP and (b)(d) GA 

powders of IN718 after single-track melting under two sets of process conditions. 

 

 

  

  

(a) (b) 

(c) (d) 
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Chapter 5 

Mechanisms for grain morphology evolution 

and texture development of PBF-EB-built 

Co-Cr-Mo alloy 

5.1. Introduction 

Grain morphology, size, and growth direction are crucial in determining the 

performances of PBF-EB-built components. The solidification process in powder bed 

AM tends to be dominated by epitaxial grain growth [1][2]. In PBF-EB, alloys with 

cubic crystal tend to solidify epitaxially, efficiently producing columnar grains with 

{001} texture oriented along the building direction due to the overall heat flow [3][4]. 

The anisotropy of the parts composed of columnar grains is detrimental for practical 

applications involving multiaxial stress [5][6]. Misoriented fine grains are sometimes 

necessary to meet specific performance requirements; for example, tailor-made 

artificial hip joints must possess stem parts with low Young’s moduli and strong neck 

parts. These two features correspond to epitaxially columnar and misoriented 

polycrystalline structures, respectively. Thus, understanding the effects of the 

manufacturing characteristics PBF-EB, an additive manufacturing process, on 

microstructure formation and anisotropy development during solidification is essential 

to achieve flexible microstructure control. As discussed in Chapter 1, researchers have 

demonstrated the possibility of tailoring grain structures by modifying the molten pool 

geometry, the motion of the molten metal, and spatial-temporal variation of the thermal 

gradient and solidification rate during AM. However, the mechanisms of grain 

morphology evolution and texture formation have not been sufficiently clarified for 

PBF-EB-built alloy with different process parameters. The choice of optimum 

strategies to produce a required microstructure with the targeted alloy performance still 

requires exploration without extensive trial-and-error experimentation. 

In this study, the grain morphology and crystallographic texture development with 
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systematically varied PBF-EB parameters were analyzed by experimental 

characterization with the aid of computational thermal–fluid dynamics (CtFD) 

simulations. The CtFD simulations accounted for the transient heat transfer and fluid 

flow, as well as the temperature gradient (𝐺 ) and solidification rate ( 𝑅 ) at the 

solidification front [7][8][9]. As in-situ monitoring and direct measurement of molten 

pool geometry and thermal fields are difficult, systematic and quantitative simulations 

are useful for studying the fundamental mechanisms responsible for different 

solidification structures. Through experimental characterization of the microstructure 

and analysis of the simulation results, the solidification and grain growth mechanisms 

were preliminarily studied. Especially, the limitations of microstructure control 

depending on G-R were elucidated and the effect of fluid flow on grain morphology 

was revealed. In addition, a method for promoting CET in solidification microstructure 

was proposed. 

5.2. Methodology 

5.2.1. PBF-EB processing 

Cube-shaped samples with dimensions of 10 mm ×10 mm ×10 mm were fabricated 

using an ArcamⓇA2X. Gas-atomized Co-28Cr-6Mo alloy powder (size ranging from 

45 to 150 μm with mean diameter: 65 μm) was applied with a layer thickness of 70 μm. 

The alloy powder was supplied by Sanyo Special Steel Co., Ltd. In Arcam systems, 

electrons are emitted from a hot tungsten filament or a lanthanum hexaboride LaB6 

cathode and then are accelerated to 60 keV. The beam is focused and deflected by the 

electromagnetic lenses. The power is exerted by beam current that varies between 1 and 

50 mA, generating a maximum beam power of about 3 kW [10]. The electron beam 

power (𝑃) and scan speed (𝑉) were varied in relatively extensive ranges of 100–1000 

W and 100–10000 mm/s, respectively, which is determined from our prior experience 

of processability for CCM. The line offset ( 𝑙off ) was determined based on pre-

implemented single-track melting experiments, depending on the dimensions of the 

cross-section of the melt region. For dense formations, the line offsets were adjusted so 
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that the overlap between adjacent melt tracks would be more than 1.5 times the layer 

thickness. The resulting line energy (𝐸line = 𝑃 𝑉 ⁄ ) ranged from 0.1 J/mm to 10 J/mm, 

and the area energy (𝐸area = 𝑃 (𝑉 ∙ 𝑙off) ⁄ ) ranged from 2.2 J/mm2 to 11 J/mm2. The 

preheating temperature was set at 850 °C to avoid powder smoke in which if repulsive 

electrostatic forces are greater than the forces holding particles, particles may be ejected 

from the layer. As depicted in Fig. 5.1, an xy-scanning strategy in which the 

bidirectional scanning direction was rotated by 90° in each layer was applied for the 

building process. The building direction was defined as being along the z-axis, and the 

beam scan directions were defined as being along the x- and y-axes. 

5.2.2. Experimental microstructure characterization 

The grain morphology and crystallographic texture were observed with various 𝑃, 𝑉, 

and 𝑙off . The samples were cut along the building direction (z-axis), and the cross-

sections were ground and polished by standard metallographic techniques. The 

microstructural observations were made at the same height at which the samples were 

built, i.e., 500 μm below the top surface and near the center of the width. The grain 

structure was analyzed by scanning electron microscopy based on the backscattered 

electron (BSE) signals at the polished sample surface. Scanning Electron Microscopy-

Electron Backscattering Diffraction (SEM-EBSD) measurements were performed to 

analyze the grain orientation and texture. The grain size was characterized by the 

average intercept length (Lavg) calculated using the linear intercept method. The 

horizontal intercept lines were perpendicular to the building direction. The number of 

horizontal lines was the number of rows in the EBSD scan divided by 3. The grain 

shape was described by the aspect ratio determined by fitting an ellipse to the points 

making up a grain, and the aspect ratio was defined as the length of the minor axis 

divided by that of the major axis and thus ranged from 0 to 1. The grain morphology of 

each individual sample was represented by the average aspect ratio (𝐴avg): ∑ 𝐴𝑖
𝑖=𝑛
𝑖=1 ×

𝐹𝑖 , where 𝐴𝑖 is the aspect ratio of grain 𝑖 and 𝐹𝑖 is the area fraction of grain 𝑖 in 

the observation field. 
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5.2.3. Numerical simulation 

CtFD is a means of computationally solving the equations governing thermal–fluid 

dynamics, including the conservations of mass, momentum and energy equations. 

Further details are available in the literature [11]. In addition to the molten pool 

geometry and fluid motion, the simulated temperature field was used to calculate the 

spatiotemporal values of 𝐺 and 𝑅 from each mesh at the solidification front in the 

computation domain. The 3-dimension modeling was developed using Flow 3D®, a 

commercial CtFD program [12]. In the model, the buoyancy effect was inherently 

considered by introducing a temperature-dependent density. Moreover, the surface 

force terms contained three factors (capillary force, Marangoni force, and vapor recoil 

pressure), and they were incorporated into the model. The energy from the electron 

beam was approximated as a Gaussian surface heat source, and the energy efficiency 

was assumed to be 90% [13]. Besides the heat loss through conduction, radiation and 

evaporative cooling were also introduced. Cooling through air convection was 

neglected because of the high vacuum (0.1 Pa) in the PBF-EB chamber. Detailed 

descriptions of the physics of the model, physical properties of the material, 

parameters/coefficients applied in the simulation, and modeling validation are available 

in [14]. 

5.3. Mechanism for crystal growth during the layer-

by-layer process 

In a molten pool, the direction of the temperature gradient is consistent with the 

direction normal to the solidification front [15]. Considering that the S/L interface 

moves in the opposite direction compared to the heat flux, the cells/dendrites would be 

expected to solidify and grow in the radial direction of a molten pool. However, the 

ideal arrangement of grains in the radial direction has seldom been observed in practice, 

which suggests that the crystal growth is governed by not only the thermal gradient but 

also some other factors. According to the above results, the samples with columnar 

grains had firm textures in the building direction, due to the epitaxial crystal growth 
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and overall heat flow parallel to the building direction [16]. The crystal growth during 

the layer-by-layer process with the xy-scanning strategy can be seen clearly in Fig. 5.2. 

The IPF map and pole figures of one-layer melting (Figs. 5.2(d) and (e)) were obtained 

to refer to the grain structure of the first layer built by PBF-EB. In the first layer, grains 

with arbitrary orientations grow almost perpendicularly to the molten pool boundary, 

since the original grains in the polycrystalline base plate are oriented randomly. After 

grains grow over the layers, the grains become coarse and align mainly with the 

building direction in the top part of the building block (Figs. 5.2(b) and (c)). Moreover, 

in addition to the primary orientation along the building direction, an intense 

concentration of <001> was found in the x- and y-scanning directions. This feature is 

similar to that reported for AM-built materials with cubic structures [21][17].  

Along with the building process, the grain selection in the specific scan strategy affects 

the microstructure development. In the schematic diagram shown in Fig. 5.3(a), the 

single-track melt region is assumed to be a semi-circular cylinder. The directions of the 

temperature gradient and cell growth are indicated by the red and gray arrows, 

respectively. The direction of the temperature gradient varies layer by layer: it is parallel 

to the yz-plane in the layer with x-scanning and the xz-plane in the layer with y-scanning. 

It is worth noting that grain growth is inherently competitive. Competitive growth 

among different structures, including phases, dendrites, and grains, is common in 

microstructure evolution [18]. The growth of grains with the <001> orientation, which 

is mostly consistent with the direction of maximum heat extraction (the reverse of the 

temperature gradient), is significantly favored in this case. Some other grains must stop 

growing after encountering grains that are growing in more favorable heat extraction 

directions, depending on the angle between the directions of the grain growth and 

temperature gradient. Thus, with the competitive growth in the layer-by-layer process, 

the preferred <001> orientation tends to be limited in the yz- and xz-planes because of 

the x- and y-scans, respectively, due to the conditional temperature gradient, as shown 

in Fig. 5.3(b). Fewer grains with constrained crystallographic orientations can survive 

for further growth, and the <001> alignment develops not only along the z-axis but also 

along the x- and y-axes, indicating that the bidirectional scan with 90° rotation between 
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successive layers could enhance the texture substantially. Consequently, xy-scanning 

leads to relatively coarse columnar grains typically with near-cubic texture within the 

CCM sample. These results indicate that the growth behavior of the columnar cells is 

determined by the competitive epitaxial grain growth governed by the heat flow 

characteristics when xy-scanning is employed. 

5.4. Crystallographic texture evolution in samples with 

columnar grains 

Generally, strong <001> alignments along the x-, y-, and z-axes develop when xy-

scanning is employed. The near-cubic texture is common in AM [19]and is generally 

favored under bidirectional xy-scanning strategy [20][21]. However, in some particular 

samples that also contained columnar grains, the crystallographic texture was not 

single-crystal-like. 

Figure. 5.4 presents crystallographic orientation maps that were acquired with two 

different sets of process parameters. The crystallographic orientation is indicated along 

the normal direction (scan direction) and building direction for each sample with 

corresponding pole figures. Although the grain aspect ratio and average intercept length 

are similar for the two cases, their texture features are different. Typical single-crystal-

like texture (Fig. 5.4(a), (b), (e), and (f)) was obtained with 𝑃 = 200 W and 𝑉 = 300 

mm/s, while a <001> fiber texture (Fig. 5.4(c), (d), (g), and (h))—a ring-like 

distribution of <001> around the z-axis in the xy-plane in addition to the concentration 

peak along the z-axis—developed with 𝑃 = 400 W and 𝑉 = 300 mm/s. 

Under ideal conditions, xy-scanning with two mutually perpendicular sample 

directions produces strong <001> alignment along the x-, y-, and z-axes, as 

demonstrated by the above results and discussion. However, the results in Section 3.3 

indicate that, in some samples consisting of columnar grains, the crystallographic 

texture is not always single-crystal-like.  

A crystal prefers to grow in the direction of the maximum temperature gradient. As can 

be inferred from the fiber texture results (Fig. 5.5(c), (d), (g), and (h)), the temperature 
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gradient should be oriented randomly in the xy-plane. Figure. 5.5 presents the results of 

CtFD simulations of multi-track melting with the process parameters of the samples 

shown in Fig. 5.4, which were conducted to verify this speculation. The base metal, 

melt region, and molten pool are depicted in the top view of the simulated melting 

process in both cases. The projections of the thermal gradients on the xy-plane at the 

solidification front are marked with black arrows, and the track-by-track melting 

sequences are displayed from top to bottom. With 𝑃 = 200 W and 𝑉 = 300 mm/s (Fig. 

5.5(a)), the molten pool maintains a normal teardrop shape and solidifies independently 

between adjacent melt tracks. The resulting temperature gradients at the solidification 

front are almost perpendicular to the scanning direction, promoting uniformity of the 

<001> orientation in the xy-plane. On the other hand, with 𝑃 = 400 W and 𝑉 = 300 

mm/s (Fig. 5.5(b)), the molten pool gradually becomes larger with increasing energy 

input and does not solidify completely within a single beam-scan track. Consequently, 

the molten pool connection between adjacent melt tracks increases the remelting times 

of the local region and irregular fusion boundary. The near-random temperature 

gradient direction resulted in random <001> orientation around the z-axis in the xy-

plane. Since the development of the <001> orientation relative to the building direction 

is not likely to be influenced by the overall heat flow direction (except in the case of 

strong turbulence of the molten metal), the near-random directions of the temperature 

gradients in the xy-plane resulted in rotationally symmetric <001> orientations. Such 

crystal growth induces the development of a one-dimensional fiber-like texture. 

Therefore, the crystallographic texture is closely related to the transient geometry of the 

molten pool boundary, where the heat flow direction determines the crystal orientation 

during solidification.  

Researchers generally control the texture by changing scanning strategies because 

changing the scanning directions can substantially alter the main heat flow directions 

within building components [20][21][22]. The analysis shown above suggests that 

without changing the scanning strategy, only by varying the process parameters (power, 

scan speed, line offset), the texture features can be adjusted depending on the modified 

molten pool status. 
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5.5. Columnar grain size evolution 

Grain size is regarded as one of the most critical factors affecting the performances of 

materials, such as their mechanical properties and corrosion resistance. Since epitaxial 

grain growth tends to be dominant in solidification during AM, the grain size of the 

base plate partly determines the final grain size of the as-built material [23]. However, 

the effect of the substrate grain size is negligible when the built part is large since 

epitaxial growth is competitive and grains oriented in the preferred growth direction 

(i.e., mostly <001>) grow over other grains that are not preferably oriented. 

Figure. 5.6 clearly shows that the grain sizes of the samples consisting of columnar 

grains increase with increasing 𝐸line, and the average intercept lengths (Lavg) of the 

columnar grains, as determined based on Fig. 5.6, are summarized in Table 5-1. The 

grains in the sample built with a low Earea of 2.67 J/mm2 (Fig. 5.6(a)) are finer than 

those in the sample built with a high Earea of 8.00 J/mm2 (Fig. 5.6(b) and (c)). 

Interestingly, the comparison of Fig. 5.6(b) and (c) reveals that different columnar grain 

sizes can be obtained even with the same area energy (𝐸area= 8 J/mm2) by applying 

different parameter combinations. Lavg of the coarse-grained sample (Fig. 5.6(c), 𝑃 = 

600 W, 𝑉  = 100 mm/s), 72.9 μm, is approximately twice that of the fine-grained 

sample (Fig. 5.6(b), 𝑃  = 400 W, 𝑉  = 100 mm/s), 41.0 μm. Figure. 5.7 shows the 

average intercept lengths of the columnar grains as functions of 𝐸line and 𝐸area and 

demonstrates that Lavg is more closely correlated with 𝐸line than with 𝐸area. 

Theoretically, the cooling rate (in the form of 𝐺 × 𝑅 ) during solidification 

primarily determines the scale of the solidification structure by reducing the 

undercooling for further nucleation. The higher the cooling rate, the finer the 

microstructure. Based on the multi-track melting simulation results obtained under the 

conditions corresponding to Figs. 5.6(b) and (c), the cooling rate (𝑑𝑇 𝑑𝑡⁄  ) at the 

solidification front was calculated by differentiating the spatial–temporal thermal field 

of the molten pool. The solidification front in the simulation is represented by the 

collection of cells whose solid fractions are greater than 0 and less than 1. Fig. 5.8 

shows box plots of the cooling rate at the solidification fronts of the first melt tracks in 
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both cases and the fourth and third tracks in the fine-grained case (Fig. 5.6(b)) and 

coarse-grained case (Fig. 5.6(c)), respectively. At the first track, the cooling rate is 

higher in the fine-grained case with higher power than in the coarse-grained case. 

However, the components fabricated via PBF-EB were the consolidations of individual 

melt tracks; therefore, the heat effects of the previous tracks could no longer be ignored. 

As shown in Fig. 5.8, the cooling rates at the solidification fronts of the fourth and third 

tracks in the individual cases become similar to each other and are directly controlled 

by the energy input during the process [24]. Thus, with the same 𝐸area in both cases, 

the cooling rate that corresponds to melting and solidification of multiple tracks tends 

to be consistent. 

Figure. 5.9(a) shows the cross-section of single-track melting on the CCM base 

plate with single-layer powder. With P = 600 W and V = 100 mm/s, the molten pool is 

deeper and larger than that with P = 400 W and V = 100 mm/s. The transient volume of 

the molten pool increases with increasing line energy, providing a massive space for 

grain growth. As grains grow competitively, some grains stop growing after 

encountering grains growing in a more favorable heat dissipation direction. The 

decrease in grain number and an increase in grain size are the results of the competition. 

A schematic illustration of competitive epitaxial grain growth in the molten pool during 

solidification is shown in Fig. 5.9(b), which demonstrates that the average columnar 

grain intercept length at location ①, which has limited space for grain growth, is less 

than that at location ②, where competitive growth is highly developed. Thus, with high 

𝐸line, the large molten pool is conducive to the extensive development of competitive 

grain growth and promotes the formation of coarse-columnar grains.  

Similarly to the features of repeated heating in PBF-EB, the effects of the process 

conditions on the grain size are reflected not only in the cooling rate during 

solidification but also in the crystal growth kinetics in the heat-affected zone (HAZ) 

[25]. The kinetic grain growth model assumes that nucleation is complete, and grain 

growth within the HAZ is controlled by diffusion. Furthermore, the grain size (𝑔) can 

be expressed as a function of 𝐸line [26][27]: 
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𝑔 = √𝑘1𝛼𝜏 𝑒𝑥𝑝 (−
𝑄

𝑅𝑇𝑝
) + 𝑔0

2,  (5-1) 

where  

𝛼 = √
2𝜋𝑅𝑇𝑝

𝑄
, (5-2) 

𝜏 =
𝐸𝑙𝑖𝑛𝑒

2𝜋𝜆𝑒
 

1

(𝑇𝑝−𝑇0)
, (5-3) 

where 𝑔0  is the initial grain size, 𝑇𝑝  is the peak temperature (solidus), 𝑄  is the 

activation energy for grain growth, 𝑇0 is the preheating temperature, 𝜆 is the thermal 

conductivity, and 𝑘1 is a kinetic constant. At the same starting 𝑇0, 𝜏 (a characteristic 

time constant for the thermal cycle) at elevated temperature increases with 𝐸line, also 

resulting in the growth of larger grains.  

In conclusion, the columnar grain size is primarily controlled by 𝐸line. The large 

molten pool is conducive to the development of competitive growth, and the kinetics 

of crystal growth in the HAZ can be induced by increasing 𝐸line , promoting the 

formation of coarse columnar grains. 

5.6. Mechanism for grain morphology evolution 

5.6.1. Evaluation of G-R depending on P andⅤ 

A solidification map showing the solidification structures as a function of fundamental 

solidification parameters can illuminate the underlying correlation between 

solidification morphology and 𝐺  and 𝑅  values. This is based on the theory of 

constitutional undercooling, which describes the evolution of the solidified structure 

morphology as a function of solidification conditions. 

Hunt [27] first established a widely accepted criterion for the columnar-to-

equiaxed transition (CET) during alloy solidification. The lower bound on 𝐺 required 

for fully columnar growth is given by: 

𝐺 ≥ 0.617(100𝑁0)
1 3⁄ (1 −

∆𝑇n
3

∆𝑇c
3)∆𝑇c, (5-1) 

and the upper bound on 𝐺 for fully equiaxed growth is: 
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𝐺 ≤ 0.617𝑁0
1 3⁄ (1 −

∆𝑇n
3

∆𝑇c
3)∆𝑇c. (5-2) 

where 𝑁0  is the heterogeneous nuclei density (m-3), ∆𝑇n  is the undercooling 

necessary for nucleation (K), and ∆𝑇c  is the constitutional undercooling on the 

dendrite tip (K). Dendrite growth velocity, 𝑅, as a function of ∆𝑇c can be fit with a 

third-order polynomial [28]: 

𝑅 = 𝑎2∆𝑇c
2 + 𝑎3∆𝑇c

3. (5-3) 

The fitting coefficients, 𝑎2 and 𝑎3, are associated with the liquidus slope and solute 

partitioning, respectively. The values of 𝑁0 and ∆𝑇n used in this study were 1×1011 

m-3 and 8 K, respectively. The thermodynamic simulations performed using ProCAST® 

estimate both 𝑎2 and 𝑎3. The qualitative solidification map of CCM alloy obtained 

using the above described analytical model is shown in Fig. 5.10.  

As G/R ratio decreases, the solidification morphology tends to change from planar 

to cellular and then to columnar dendritic. With further undercooling, the liquid can be 

supercooled to the point at which nucleation may occur within the liquid, leading to the 

formation of new grains. Researchers usually regulate the solidification parameters (G 

& R) depending on beam power (P) and scan speed (V) manipulation to control the 

solidification mode. In the present study, to evaluate G and R depending on power and 

scan speed. The centroid of G-R points extracted from CtFD simulation was taken as 

the representation under each process condition and seen from the simulation results of 

CCM alloy shown in Fig. 5.11, G is determined by input energy density while R is 

determined by beam scan speed, which indicated that under high power and fast scan 

speed, a small G/R ratio could be obtained. 

   As shown in Fig. 5.12, there is a common perception that the G value is highest at 

the fusion boundary (start of solidification) in contact with the cooler and unmelted 

base solid, such that heat flow into the surrounding base metal is most efficient. The 

value of G decreases approaching the trailing end of the molten pool (end of 

solidification) because the molten metal is in contact with the hotter resolidified metal. 

The value of R changes depending on its spatial relation to the scan velocity [29]. As 

the trailing end of the molten pool is approached, R increases because the angle between 
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the scan and growth directions (normal direction of the solidification front) decreases. 

Changes in both values are also functions of energy input and molten pool translation 

speed. However, regulating the P and V shows limited impact on solidification 

parameters. First, flexible control of the solidification rate by manipulating scan speed 

is difficult. Theoretically, V can be controlled in a wide range (~8000 mm/s) for Arcam 

A2X machine we used, which is possible to regulate R extensively as well. In CtFD 

simulation, for evaluating the effect of V on R, V values in simulation cases were set as 

500, 1000, and 2000 mm/s, while P values were also regulated for keeping line energy 

as a constant of 1 J/mm. The simulation results of G-R plots of CCM alloy under three 

sets of process parameters shown in Fig. 5.13 revealed that even though the V increased 

in twice times, the resultant R did not increase proportionally with the increase of V as 

expected. Seen from the simulation results of longitudinal cross-sections of the molten 

pool under the three sets of process parameters shown in Fig. 5.14(a), the molten pool 

geometry was elongated, and solid/liquid interface tended to be horizontal as V 

increased, by which the angle between V and R increased (Fig. 5.14(b)). As a result, a 

further increase in R would be hindered. Depending on the condition of steady molten 

pool: 

𝑅 ∙ 𝜌∆𝐻𝑆𝐿 + 𝜅𝐿 (
𝑑𝑇

𝑑𝑥
)
𝐿
≤ 𝜅𝑆 (

𝑑𝑇

𝑑𝑥
)
𝑆
, (5-4) 

where ∆𝐻𝑆𝐿 is latent heat of solidification (J/kg)  and 𝜅𝐿 , 𝜅𝑆  are thermal 

conductivity of liquid and solid respectively (J/s∙m∙K), if R increases beyond a critical 

value, the sum of latent heat and heat transferred from liquid would exceed the heat 

dissipation capacity of solidified material. 

   In addition, there is a drawback in control of G by manipulating beam power. Seen 

from the experimental results shown in Fig. 5.15, as P continued to increase, surface 

roughness deteriorated, and pore defect tended to appear in samples. This can be 

attributed to the overheating by further increased power. The overheating would 

generate an oversized molten pool that exists for an extended period, which raises the 

instability of the melt and result in uneven surface morphology, hence to a deteriorated 

forming quality. In conclusion, grain morphology control depending on solidification 



147 

 

map through the regulation of P and V is difficult and not feasible. Based on the above 

analysis, microstructure control only by P and V has limitations. Therefore, the other 

mechanisms for grain morphology evolution need to be investigated. 

5.6.2. Method for grain morphology control  

Similar to the solidification in welding on a base material with the epitaxial growth that 

occurs, the initial stage of solidification in AM also usually eliminates nucleation [30]. 

Generally, columnar grains become elongated over many layers, and grain nucleation 

ahead of the solidification front is suppressed due to the steep temperature gradient [31]. 

The development of a feasible method of grain morphology control that restricts the 

extensive epitaxial growth of columnar grains and reduces the crystallographic texture 

remains a challenging issue in PBF-EB. This approach, which is expected to convert 

columnar grains with large aspect ratios into near-equiaxed/equiaxed grains with small 

aspect ratios, promotes the probability of nucleation and new grain growth. The 

solidification mode of the alloy can be determined based on the constitutional 

undercooling that exists in the liquids immediately in front of S/L interfaces [32]. As 
𝐺

𝑅
 

decreases, the solidification morphology tends to change from planar to cellular and 

then to columnar dendritic. With further undercooling, the liquid ahead of the 

solidification front can be supercooled to the point at which nucleation may occur 

within the liquid, leading to the formation of new grains. In addition, varying the 

direction of the temperature gradient (the normal direction of the solidification front), 

which deviates from the building direction (fast growth <001>), affects the competitive 

grain growth as well as the tendency of new grain formation. Greater undercooling can 

be achieved ahead of the cell/dendrite tip oriented towards the temperature gradient 

[33]. Consequently, a region with an increased driving force for heterogeneous 

nucleation can be generated [34]. 

Figure. 5.16 presents the results for samples fabricated with different 𝑃 but the 

same 𝑉 and 𝐸area. The formation of new/stray grains is facilitated under high 𝑃, and 

the associated texture is weakened due to the random orientation of these new/stray 
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grains. To investigate the reason for the grain morphology evolution, the solidification 

parameters 𝐺  and 𝑅  at the solidification front under the two sets of processing 

conditions were derived by performing a numerical simulation. Figure. 5.17(a) shows 

that with the same 𝑉 and 𝐸area, G vs. R tends to be consistent after several scans under 

the two sets of conditions, suggesting that these quantities do not determine the grain 

morphology. The molten pool geometries obtained in the experiments and simulations 

under the two sets of processing conditions are shown in Figs. 5.17(b)–(e). Increasing 

𝑃 with constant 𝑉 increases the depth of the molten pool more obviously than the 

width [35] or length [29]. As the power increases, the slope of the solidification front 

increases, yielding a significant deviation of the temperature gradient with respect to 

the building direction.  

The significant mismatch between the resulting temperature gradient and fast 

growth <001> direction (building direction) can provoke nucleation ahead of the 

solidification front. The mechanism causing the high nucleation rate appearing ahead 

of the inclined cell/dendrite with respect to the temperature gradient is illustrated in Fig. 

5.18. The cell/dendrite from the previous layer with the preferred <001> direction 

aligned with the building direction tilts relative to the direction of the temperature 

gradient of the sloping S/L interface. If both grains continued epitaxial growth, the 

velocity of the inclined columnar dendrite tip 𝑉𝜑 in the temperature gradient direction 

𝑉𝜑 cos𝜑 would be equal to the velocity of the liquidus isotherm: 

𝑉𝜑 cos𝜑 = 𝑉𝑇 = 𝑉0.  (5-5) 

Since the dendrite tip undercooling increases monotonically with velocity, 

|𝑉𝜑| & |𝑉0|  ∝  |𝑢𝑛𝑑𝑒𝑟𝑐𝑜𝑜𝑙𝑖𝑛𝑔|2, (5-6) 

𝐴{∆𝑇col(𝜑)}2 cos 𝜑 = 𝐴{∆𝑇col(0)}
2, (5-7) 

where 𝐴 is a coefficient relating the growth rate to undercooling and ∆𝑇col(𝜑) and 

∆𝑇col(0)  are the undercooling at the inclined and parallel columnar dendrite tips, 

respectively. Then, 

∆𝑇𝑐𝑜𝑙(𝜑) =
∆𝑇𝑐𝑜𝑙(0)

(𝑐𝑜𝑠 𝜑)0.5
. (5-8) 
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Thus, considerable undercooling ahead of the inclined dendrites/cells is necessary, and 

nucleation may occur when it is larger than undercooling required for grain nucleation 

Δ𝑇n: 

∆𝑇col(𝜑) > Δ𝑇n > ∆𝑇col(0). (5-9) 

Consequently, an increased nucleation probability promotes the formation of new 

grains. 

Figure. 5.19 shows evidence of new grain formation under relatively high power. 

On the single-crystal substrate, single-track melting was conducted with increased 𝑃 

but the same 𝑉 . New grains are observable under high power. Thus, as the power 

increases, the slope of the S/L interface of the molten pool increases, causing a 

considerable mismatch between the resulting temperature gradient and the fast growth 

<001> direction of grains solidified in the preceding layer. Consequently, the nucleation 

probability ahead of the solidification front increases. 

The PBF-EB-built part is a result of the combination of adjacent melt tracks. The 

remelting phenomenon is also essential to obtain the final grain structure. In Fig. 5.20, 

the columnar (𝑃 = 200 W, 𝑉 = 300 mm/s) and near-equiaxed (𝑃 = 100 W, 𝑉 = 100 

mm/s) grain structures are shown with the same 𝐸area  of 2.6 J/mm2. The 

corresponding texture becomes weak due to the lack of extensive epitaxial growth in 

the sample with near-equiaxed grains, in which the bimodal grain structure is composed 

of a few elongated columnar grains and more irregular grains with random orientation. 

Based on our previous analysis, with the same 𝐸area, the G vs. R distribution tends to 

be consistent at the solidification front. However, as can be seen from the simulated 

melt region with the thermal gradient direction (depicted as black arrows) in Fig. 

5.21(a), the resulting temperature gradients are distributed radially and oriented 

inconsistently with a small remelting fraction of adjacent melt tracks for the sample 

with near-equiaxed grains. In Fig. 5.21(b), the BSE images show the grain structures 

near the tops of the two samples. The molten pool trace of the top layer is more easily 

recognizable in the sample with a small remelting fraction than in the other sample, 

because the grains almost strictly follow the radial growth direction perpendicular to 
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the molten pool boundary and intersect each other between adjacent melt tracks. Thus, 

with a small remelting fraction, the grain growth is fragmented within a single molten 

pool under the induced complicated thermal field. Since the remelting fraction of the 

adjacent melt tracks is very small, the subsequent melt tracks do not share a preferred 

growth direction. Consequently, the epitaxial growth is hampered, and new grains can 

form in the subsequent track and layer. 

By increasing the beam power with a constant scanning speed, the temperature 

gradient direction at the S/L interface of the molten pool can be made to deviate sharply 

from the fast growth <001> direction (building direction). Alternatively, an 

appropriately large line offset could be applied to decrease the remelting fraction and 

allow the thermal gradient to be oriented diversely at the resulting solidification front. 

These strategies may be universal, applying not only to the CCM alloy but also to other 

alloy systems. 

5.6.3. Role of fluid flow in grain morphology evolution 

According to the above results and discussions, through the modification of the molten 

pool geometry or remelting fraction between adjacent melt-tracks, the direction would 

be locally diverse and deviate from building direction (Z-direction). The significant 

mismatch between the resulting temperature gradient and fast-growth <001> direction 

(Z-direction) can provoke nucleation ahead of the solidification front. 

   However, interestingly, in Fig. 5.22(a)(b), even though both the PBF-EB-built CCM 

alloy samples were fabricated under modified remelting fraction, the average aspect 

ratios of grains were different, or to say, the tendencies for new/stray grains formation 

are different in the two samples. First, in Fig. 5.22(c)(d), the G-R plots corresponding 

to the two samples were extracted from CtFD simulation. However, we can see, the G-

R plots show opposite tendencies to the experimental results. Thus, we need to 

investigate some other controlling factor in solidification, especially the fluid 

convection. 

   The fluid velocity at the solidification front represented by box plot under the 



151 

 

process conditions of the above two samples during solidification was extracted from 

CtFD simulation are shown in Fig. 5.23. We can see, the fluid velocity was different 

depending on process conditions. Under the process parameter of P= 100 W, V= 100 

mm/s, fluid velocity was almost two times that under the process parameter of P= 200 

W, V= 100 mm/s. For clarifying the effect of fluid flow on grain morphology and 

microstructure, the subgrain structures of the two samples were characterized. In Fig. 

5.24, subgrain structures showed different geometrical features under the above process 

conditions and fluid velocity. In the case of slow fluid flow, cellular subgrain structure 

grows directional along building direction. By contrast, dendritic subgrain structure was 

observed in the case of fast fluid flow, which indicated that the undercooling around 

the dendrite/cell trunk was greater than that in the case of slow fluid flow. According 

to the above study results in Chapter 3, the flow stream within the molten pool should 

be vertical to the grow direction of dendrite/cell during solidification (Fig. 5.25(a)). The 

researchers performed phase-field simulation [36] and experimental X-ray observation 

[37] to reveal that the fluid convection dramatically influences the formation of the 

solidification microstructure because they enhance dendritic growth along the direction 

of the fluid flow. As shown in Fig. 5.26, fluid flow can change the local gradient of 

solute concentration near the solid/liquid interface. For alloys with k0 < 1 (CCM alloy 

in this study), as solute concentration decreases, liquidus increases. Thus, under fast 

fluid flow, the local gradient of solute concentration near the solid/liquid interface 

increases, as a result, the undercooling ahead of the solidification front can be enlarged. 

In a word, the effect of fluid flow facilitating the dendrite arm growth lies in the large 

undercooling ahead of the solid/liquid interface. Importantly, the enlarged undercooling 

owing to fast fluid flow would promote the nucleation probability, and new grains may 

form. 

   Another method for determining the relationship between grain morphology and 

fluid flow is collecting G–R–morphology data under a series simulations and single-

track melting experiments of CCM alloy under different process parameters (P = 200, 

400, 600, 800, and 1000 W; V = 300 mm/s). As shown in Fig. 5.27, the spatiotemporal 

values of G, R, and fluid velocity (U) were obtained from each mesh at the solidification 
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front of the computing domain. They corresponded to the grain morphology determined 

experimentally. The G–R–grain morphology overlapping was performed on two cross-

sections of the melt track. The matchup and results derived from the simulation and 

experiments were implemented using a customized R code. The grain morphology can 

be described by the aspect ratio, i.e., the ratio of the length to width of the grains. The 

aspect ratio changes from large to small indicates that the grain morphology changed 

from columnar to equiaxed. In Fig. 5.28, the obtained data were organized into 

segments depending on fluid velocity. Importantly, it is difficult to draw dividing lines 

to distinguish the distribution region between the points for columnar and equiaxed 

grains in solidification maps, which suggests that the grain morphology of single-track 

melting cannot be well predicted only by solidification parameters (G&R). However, 

as the fluid velocity increases, points with the smaller aspect ratios (blue-colored) 

become more common, indicating that the grain growth under PBF-EB is affected by 

the fluid flow of the molten metal. 

   Regarding the other possible effects of fluid flow on solidification microstructure, 

nuclei formation can be promoted by dendrite fragmentation [33]. Dendrite 

fragmentation owing to melt convection can occur during casting in which the fluid 

flow is governed by natural convection [33][38]. According to the simulation results in 

this study, the maximum fluid velocity at the solidification front can exceed 700 mm/s, 

which is higher than that of conventional casting. However, the dendrite fragmentation 

process in AM remains unclear due to the lack of direct evidence. Nevertheless, as 

discussed previously, convective transport of the rejected solute from the solid may 

change the solute concentration gradient. Moreover, fluid convection can modify the 

local thermal field and affect the speed of the isotherms. Undercooling near the dendrite 

arms may also be enlarged, leading to an increase in nucleation probability near the 

solidifying interfaces. 

Conclusions 

The experimental results obtained in this study revealed the various microstructural 
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features of PBF-EB-built CCM alloy. Epitaxial growth with resulting columnar grains 

and near-cubic texture dominated the crystal growth. However, nucleation and new 

grain growth rather than extensive epitaxial growth could be achieved by manipulating 

the molten pool behaviors. Through the experimental characterization of the 

microstructure and analysis of the simulation results, the microstructure evolution 

mechanisms can be summarized as follows: 

1) The typical growth behavior of columnar grains and the resulting near-cubic 

texture were determined by competitive epitaxial grain growth governed by the 

heat flow characteristics with xy-scanning. 

2) The molten pool connection between adjacent melt tracks produced a random 

orientation of <001> around the z-axis in the xy-plane, resulting in the development 

of a fiber-like texture. Therefore, the crystallographic texture was closely related 

to the transient geometry of the molten pool boundary, where the heat flow 

direction determined the crystallographic orientation during solidification. 

3) 𝐸line  primarily controlled the columnar grain size. The large molten pool was 

conducive to the development of competitive growth, and the kinetic grain growth 

in the HAZ was induced by increasing 𝐸line, promoting the formation of coarse 

columnar grains. 

4) As the power increased, the slope of the S/L interface of the molten pool increased, 

producing in a considerable mismatch between the resulting temperature gradient 

and the fast growth <001> orientation of the grains solidified in the preceding layer. 

Consequently, nucleation ahead of the solidification front was facilitated. 

5) Investigation of the sub-grain structure and the G–R–grain morphology considering 

the fluid flow showed that the enlarged undercooling and probable dendrite 

fragmentation owing to fast fluid flow would promote the nucleation probability 

and new grains may form, which suggested that fluid convection was an important 

mechanism promoting CET during the PBF-EB process. 

 

 

 



154 

 

 

 

 

 

 

Table 5-1. Process parameters and Lavg of samples in Fig. 5.6. 

 P (W) V (mm/s) loff (μm) 
Eline 

(J/mm) 

Earea 

(J/mm2) 
Lavg (μm) 

Fig. 5.6(a) 100 300 125 0.33 2.67 30.0 

Fig. 5.6(b) 400 100 500 4.00 8.00 41.0 

Fig. 5.6(c) 600 100 750 6.00 8.00 72.9 
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Fig. 5.1. Schematic illustration of PBF-EB experiments procedures and scanning 

strategy applied. 
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Fig. 5.2. (a) CCM alloy block fabricated using xy-scanning strategy. (b)(c) EBSD IPF 

map and pole figures of the top part of the building block: grains become coarse and 

align mainly with the building direction, and a near-cubic texture presents. (d)(e) EBSD 

IPF map and pole figures of one-layer melting were obtained to refer to the grain 

structure of the first layer: grains with arbitrary orientations grow almost 

perpendicularly to the molten pool boundary. 
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Fig. 5.3. Schematic diagram of the crystal development under the xy-scanning strategy: 

(a) The single-track melt region is assumed to be a semi-circular cylinder; the directions 

of the temperature gradient and cell growth are indicated by the red and gray arrows. 

(b) With the competitive growth in the layer-by-layer process, the preferred <001> 

orientation tends to be limited in the yz- and xz-planes because of the x- and y-scans, 

respectively, due to the conditional temperature gradient. Consequently, xy-scanning 

leads to relatively coarse columnar grains typically with near-cubic texture. 
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Fig. 5.4. EBSD IPF maps and pole figures of the samples with (a)(b)(e)(f) typical 

single-crystal-like texture and (c)(d) (g)(h) fiber texture. The crystallographic 

orientations are indicated along the (a)(b)(c)(d) normal direction and (e)(f)(g)(h) 

building direction. 𝐴avg  and 𝐿avg  are shown below the figures. The process 

conditions are (a)(b)(e)(f) 𝑃= 200 W, 𝑉= 300 mm/s, 𝑙off= 250 μm; (c)(d)(g)(h) 𝑃= 

400 W, 𝑉= 300 mm/s, 𝑙off= 605 μm. 
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Fig. 5.5. The top view of the simulated melting process. (a) The molten pool maintains 

a normal teardrop shape and solidifies independently between adjacent melt tracks, 

resulting in the single-crystal-like texture. (b) The molten pool connection between 

adjacent melt tracks increases the remelting times of the local region and irregular 

fusion boundary. The near-random temperature gradient direction resulted in random 

<001> orientation around the z-axis in the xy-plane. The process conditions are (a)(c) 

𝑃= 200 W, 𝑉= 300 mm/s, 𝑙off= 250 μm; (b)(d) 𝑃= 400 W, 𝑉= 300 mm/s, 𝑙off= 605 μm. 
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Fig. 5.6. Grain size of the samples consisting of columnar grains increases with 

increasing 𝐸line. The 𝐸line is (a) 0.33 J/mm; (b) 4 J/mm; (c) 6 J/mm. 
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Fig. 5.7. Size of columnar grain is depicted as a function of (a) 𝐸line and (b) 𝐸area. 

The average intercept lengths of columnar grains are more closely correlated with 𝐸line 

than with 𝐸area. 

 

  



162 

 

 

 

 

 

 

 
Fig. 5.8. Box plots of the cooling rate at the solidification front of the 1st melt tracks in 

both cases and the 4th and 3rd tracks in the fine-grained case and coarse-grained case, 

respectively. With the same 𝐸area, the cooling rate that corresponds to melting and 

solidification of multiple tracks tends to be consistent. 
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Fig. 5.9. (a) Transverse cross-sections of single-track melting on CCM base plate with 

single-layer powder with the two process conditions. The transient volume of the 

molten pool increases with the increasing line energy. (b) Schematic illustration of 

competitive epitaxial grain growth in the molten pool during solidification, which 

demonstrates that the 𝐿avg of columnar grain at location ①, which has limited space for 

grain growth, is smaller than that at location ②, where competitive growth is highly 

developed. 
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Fig. 5.10. Qualitative solidification map of CCM alloy obtained using the described 

analytical model. 
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Fig. 5.11. G-R plot under different process conditions is superimposed on the qualitative 

solidification map of CCM alloy. 
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Fig. 5.12. Schematic illustration of the change in G and R as a function of location along 

the solidification front in common perception. 
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Fig. 5.13. Simulation results of G-R plots of CCM alloy under three sets of process 

parameters. 
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Fig. 5.14. (a) Simulation results of longitudinal cross-sections of the molten pool under 

the three sets of process parameters corresponding to that in Fig. 5.5. (b) Molten pool 

geometry was elongated, and solid/liquid interface tended to be horizontal as V 

increased, by which the angle between V and R increased. 
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Fig. 5.15. BSE images of (a)(b)(c)(d) top surface profile and (e)(f)(g)(h) internal 

observation of PBF-EB-built CCM alloy block. 
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Fig. 5.16. EBSD IPF maps and pole figures of the samples fabricated with different 𝑃 

but the same 𝑉 and 𝐸area. The formation of new/stray grains is facilitated under high 

𝑃 , and the associated texture is weakened due to the random orientation of these 

new/stray grains. 𝐴avg is shown below the figures. The process conditions are (a)(c) 

𝑃= 400 W, 𝑉= 300 mm/s, 𝑙off= 300 μm; (b)(d) 𝑃= 800 W, 𝑉= 300 mm/s, 𝑙off= 605 

μm. 
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Fig. 5.17. (a) With the same 𝑉 and 𝐸area, G vs. R tends to be consistent after several 

scans under the two sets of conditions. The molten pool geometries obtained in the (b)(d) 

experiments and (c)(e) simulations under the two processing conditions. As the power 

increases, the slope of the solidification front increases, yielding a significant deviation 

of the thermal gradient with respect to the building direction. The process conditions 

are (b)(c) 𝑃= 400 W, 𝑉= 300 mm/s; (d)(e) 𝑃= 800 W, 𝑉= 300 mm/s. 
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Fig. 5.18. Schematic illustration of the mechanism causing the high nucleation rate 

appearing ahead of the inclined cell/dendrite with respect to the thermal gradient. The 

cell/dendrite from the previous layer with the preferred <001> direction aligned with 

the building direction tilts relative to the direction of the temperature gradient of the 

sloping S/L interface. There would be a great undercooling ahead of the inclined 

dendrites, and nucleation may occur when it is larger than undercooling required for 

grain nucleation 𝛥𝑇n. 
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Fig. 5.19. Evidence of new grain formation under relatively high power. On the single-

crystal substrate, single-track melting was conducted with increased P but the same V. 

The process conditions are (a) 𝑃= 200 W, 𝑉= 100 mm/s; (b) 𝑃= 600 W, 𝑉= 300 mm/s; 

(c) 𝑃= 1000 W, 𝑉= 100 mm/s. 
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Fig. 5.20. EBSD IPF maps and pole figures of the samples (with the same 𝐸area of 2.6 

J/mm2) with (a)(c) columnar grains and (b)(d) columnar-equiaxed mixture. 𝐴avg  is 

shown below the figures. The process conditions are (a)(c) 𝑃= 200 W, 𝑉= 300 mm/s, 

𝑙off= 250 μm; (b)(d) 𝑃= 100 W, 𝑉= 100 mm/s, 𝑙off= 385μm. 
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Fig. 5.21. (a)(b) Simulated melt region with thermal gradient direction (depicted as 

black arrows). The resulting temperature gradients are distributed radially and 

orientated inconsistently with a small remelting fraction of adjacent melt tracks. (c)(d) 

BSE images show the grain structures near the tops of the two samples. The molten 

pool trace of the top layer is more easily recognizable in the sample with a small 

remelting fraction than in the other sample. The process conditions are (a)(c) 𝑃= 200 

W, 𝑉= 300 mm/s, 𝑙off= 250 μm; (b)(d) 𝑃= 100 W, 𝑉= 100 mm/s, 𝑙off= 385μm. 
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Fig. 5.22. (a)(b) EBSD IPF maps and pole figures of the samples fabricated with 

modified remelting faction of adjacent melt track. (c)(d) Corresponding G-R plots 

extracted from CtFD simulations. The process conditions are (a)(c) P= 200 W, V= 100 

mm/s, loff = 565 μm; (b)(d) P= 100 W, V= 100 mm/s, loff = 385μm. 
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Fig. 5.23. Fluid velocity at the solidification front represented by box plot under the 

process conditions of the above two samples during solidification was extracted from 

CtFD simulation. 
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Fig. 5.24. SEM images of subgrain structures of CCM samples fabricated under 

different process conditions with different fluid velocity. The process conditions are (a) 

P= 200 W, V= 100 mm/s, loff = 565 μm; (b) P= 100 W, V= 100 mm/s, loff = 385μm. 
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Fig. 5.25. (a) Fluid flow is indicated by streamlines and is vertical to the growing 

direction of dendrite/cell during solidification is shown in a schematic description. The 

effect of melt convection significantly influences the dendritic formation, which is 

shown by (b) phase-field simulation [36] and (c) experimental X-ray observation [37]. 
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Fig. 5.26. Schematic illustrations show that (a) fluid flow can change the local gradient 

of solute concentration near the solid/liquid interface. (b) For alloys with k0 < 1, as 

solute concentration decreases, liquidus increases. (c) Thus, under fast fluid flow, the 

local gradient of solute concentration near the solid/liquid interface increases to enlarge 

the undercooling ahead of solidification front. 
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Fig. 5.27. Spatiotemporal values of G, R, and fluid velocity (U) were obtained from 

each mesh at the solidification front of the computing domain. They corresponded to 

the grain morphology determined experimentally. 
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Fig. 5.28. G–R points colored by the aspect ratio of grains and organized to be 

segmentation depending on the fluid velocity (U) of the solidification front, the data 

was extracted under a series of process parameters (P = 200, 400, 600, 800, 1000 W 

and V = 300 mm/s). 
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Chapter 6 

Mechanisms for phase transformation of 

PBF-EB-built Co-Cr-Mo alloy 

6.1. Introduction 

PBF-EB allows CCM implants with patient-customization to be fabricated with high 

quality and complex geometry. However, the variability in the properties of PBF-EB-

built CCM alloy, mainly due to the lack of understanding of the mechanisms that govern 

microstructural inhomogeneity, brings limitations in wide application. Though prior 

studies [1][2][3][4][5] revealed the variability of critical microstructural features of 

AM-built CCM alloy, the more in-depth understanding of the physical mechanisms that 

govern microstructural inhomogeneity and expected flexible control still deserve much 

of exploration. Depending on temperature conditions, the γ-fcc → ε-hcp phase 

transformation in CCM alloy can take place via diffusional-massive transformation or 

diffusionless-martensitic transformation [6][7][8]. Alloys undergoing massive 

transformations whose driving force is the difference in free energy, will generally also 

transform in a martensitic manner when they are cooled down at sufficiently high 

quench rates (athermal-martensitic), or they are aged at sufficiently low aging 

temperatures (isothermal-martensitic) to overwhelm the nucleation of the massive ε 

phase [8]. In AM, each as-built sample experiences a different and complex thermal 

history depending upon the sample geometry, building height [9][10], and especially 

the process parameters [11][12][13] during the layer-by-layer process. Thus, by 

manipulating the process conditions of PBF-EB, the phase transformation mechanism 

needs to be understood deeply, and more importantly, the distributions and fractions of 

γ/ε phases are highly expected to be controlled. 

   In this study, the microstructural inhomogeneity in terms of matrix phase 

constitution of PBF-EB-built Co-28Cr-6Mo alloy was characterized. The present paper 

addressed the determination of the thermal history of the PBF-EB process and its effect 
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on phase transformation, aided by the analysis of the numerical simulation of heat 

transfer. 

6.2. Methodology 

6.2.1. PBF-EB processing and microstructure 

characterization 

The samples with cube-shape and dimensions of 10 mm ×10 mm ×10 mm were 

produced using an ArcamⓇA2X machine. We applied a gas-atomized Co-28Cr-6Mo 

alloy powder (mean diameter: 65 μm) with a layer thickness of 70 μm. The electron 

beam power (P) ranged between 100 and 1000 W, and the scan speed (V) ranged 

between 100 and 10000 mm/s. The process parameters shown in Fig. 6.2(b) were 

determined depending on our prior experience of processability for CCM. For ensuring 

the dense formations, the pre-implemented single-track melting experiments 

determined the line offset (𝑙off) according to the dimensions of the melt region. Under 

such line offsets, the overlap between the adjacent melt tracks should be more than 1.5 

times of the layer thickness. The resulting line energy (𝐸line = 𝑃 𝑉 ⁄ ) ranged between 

0.1 and 10 J/mm, and the area energy (𝐸area = 𝑃 (𝑉 ∙ 𝑙off) ⁄ ) ranged between 2.2 and 

11 J/mm2. The preheating temperature was kept at 1123 K for all of the samples to 

avoid powder smoke. As shown in Fig. 6.5(b), a xy-scanning strategy in which the 

bidirectional scanning direction was rotated by 90° in each layer was applied for the 

building process.  

The block samples were cut along the building direction (z-axis) using a wire 

electric discharge machine. The sectioned samples were ground and polished by 

standard metallographic techniques followed by a final polishing using 0.04 μm 

colloidal silica suspension for one hour. Electron backscattered diffraction (EBSD) and 

scanning electron microscopy based on the backscattered electron (BSE) signals were 

then utilized to analyze the microstructure near the center of the width in each sample. 
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6.2.2. Numerical simulation for evaluating the thermal 

history 

We have established a 3D heat transfer model that developed using a commercial 

Multiphysics-modeling program—Flow 3D® [14]. The energy efficiency of the electron 

beam was assumed to be 90% [15]. The heat loss of the object was induced by 

conduction and radiation. Given the high vacuum condition of 0.1 Pa in the PBF-EB 

building chamber, cooling by air convection was neglected, which also improved the 

calculation efficiency. Our previous study [16] described the detailed information of the 

setup of the numerical model, thermophysical properties of the material, 

parameters/coefficients applied in the simulation, and modeling validation.  

To ensure reasonable calculation accuracy yet affordable time expense of simulation, 

we performed a 3D steady-state heat transfer simulation with some simplifications. As 

with rapid electron beam translation speed (~ 10000 mm/s) in this work, the moving-

spot heat source was approximated as an equivalent plane heat source Pplane, shown in 

Fig. 6.1(a). In addition, since the layer thickness (70 μm) was much smaller than the 

height of sample (10000 μm), the layer-by-layer building was simplified as bulk 

increment with each increment height of 2500 μm (Fig. 6.1(b)). While building the 

samples, the heat source was carried out in a loop: ∆𝑡scan × 𝑛1  (Pplane = Pspot) → 

∆𝑡standby (Pplane = 0), repeating as 𝑛2 times. ∆𝑡scan was the time for a single-track 

scan, and 𝑛1 was the scan numbers of one layer in a sample. ∆𝑡standby was the time 

for the building of all the other samples in one-layer except the targeted sample, and 

𝑛2 was the effective layer number of a bulk increment. 

6.3. Isothermal and athermal γ → ε phase 

transformation during PBF-EB 

During PBF-EB, the earlier built part is kept at high temperatures during the 

subsequently repeated melting process that is similar to an isothermal-aging treatment. 

Thus, the γ → ε phase transformation can occur at the lower part of a PBF-EB-built 



192 

 

CCM alloy with considerable height.  

Figure 6.3 shows the EBSD phase map of vertical cross-sectional microstructure 

and EBSD pole figures of selected ε grain and original γ grain at the lower part of the 

as-PBF-EB-built sample. At the left side of Fig. 6.3(a), the ε grain grew across the grain 

boundary of the adjacent γ grain. There was no S-N OR between the ε grain and the 

adjacent γ grain (Fig. 6.3(b)), which indicated that the ε phase here formed due to 

isothermal aging involving a diffusional-massive transformation. On the other hand, on 

the right side of Fig. 6.3(a), the ε grains were embedded within the original γ grain. The 

corresponding EBSD pole figures (Fig. 6.3(c)) revealed that the Shoji-Nishiyama 

orientation relationship (S-N OR: (111)𝛾 ∕∕ (0001)𝜀; [101̅]𝛾//[112̅0]𝜀 ) was satisfied 

between the new ε grain and original γ grain. This indicated that the ε phase observed 

here originated from the isothermal γ → ε martensitic transformation in which the 

nucleation and growth of new ε grain are limited within the original γ grain. Above 

results suggested that the isothermal γ → ε phase transformation taken place via both 

diffusionless-martensitic and diffusion-massive manners in the as-PBF-EB-built 

sample. As shown in Fig. 6.4, these two different manners are thought to be competitive 

with each other, depending on temperature condition [20][17]. 

In addition, as shown in Fig. 6.5, the athermal ε martensite characterized by the 

parallel arrays of thin straight markings [18] was observed within γ-fcc dendrites in the 

upper part of the as-PBF-EB-built sample. This small amount of athermal ε martensite 

was considered to be induced by rapid cooling during solidification of PBF-EB. 

6.4. Distributions of γ and ε phases in as-PBF-EB-built 

samples 

Since the relative position of the sample on the base plate affects the conditions of heat 

accumulation and conduction [3], the samples located at axisymmetric positions with 

respect to the base plate were selected for observation. Moreover, the selected two 

samples exhibited two typical microstructural features regarding the distributions of γ 

and ε phases. As shown in Fig. 6.6(a), Sample A and Sample B with different process 
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parameters and located on both sides of the base plate, were taken as the subjects of the 

study. Fig. 6.6(c)(d) show the EBSD IPF maps and phase maps of cross-sectional 

microstructures in different parts along with the building height. The orientation shown 

in the IPF maps was in the normal direction (x-direction in Fig. 6.6(b)). γ and ε phases 

in the phase maps were colored as red and green, respectively. In Sample A (Fig. 6.6(c)), 

the fraction of the ε phase decreased from the bottom to top of the sample. Notably, 

being different from the results of Sample A and previous studies [1][2][3][4][5], in 

Sample B (Fig. 6.6(d)), there was no ε phase in the top and bottom but ε phase only 

appeared in a short range of the lower part away from the bottom. As with the similar 

conditions of heat accumulation and conduction, the difference in ε phase distribution 

between Sample A and Sample B was considered to originate from the variation of 

thermal history determined by process parameters. 

6.5. Effect of thermal history on phase transformation 

Figure 6.7 shows the experimental thermal history during PBF-EB process at the 

bottom center of the base plate measured by a thermocouple equipped in the building 

chamber. The variation in temperature corresponded to the process stages consisting of 

(i) preheating process in which the base plate is heated to the pre-set temperature (1123 

K) by using a de-focused beam at a considerably high scan speed of 14600 mm/s; (ii) 

heating & building process in which preheating repeats following the building of each 

layer to slightly sinter the newly raked powder and keep the temperature of the base 

plate to be almost constant; and (iii) cooling after completion of the total build objects.  

The simulation of the temperature field of the base plate is shown in Fig. 6.8. The 

base plate was heated by an equivalent plane heat source with a power of 2280 W 

(standard parameter of heating) till the temperature in the bottom center reached 1098 

K (the average temperature during the heating & building process (Fig. 6.7)). Then the 

temperature field of the base plate acted as the thermal boundary condition for 

simulating the thermal history of each sample. Figure 6.9 shows the simulated 

temperature evolutions of Sample A and Sample B. Note that, as build height increased 
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(from increment ① to ④), the temperature of the center position in each increment 

increased because the building region was becoming far from the base plate 

accompanied with reduced thermal conduction but increased thermal accumulation, 

which was a result of the long distance for the heat transfer through the earlier-built 

part. Besides, as with more considerable energy input (𝐸area = 4.4 J/mm2) of Sample 

B than that (𝐸area = 2.6 J/mm2) of Sample A, the individual increment in Sample B 

possessed a higher temperature than the corresponding increment in Sample A. 

The isothermal martensitic transformation occurs at 973 K or below, while the 

massive transformation is dominant at a higher temperature range [20]. The diffusional-

massive transformation occurs via a short-range diffusion process and associated 

interface migration, involving a kinetic process [19][20]. The solid-state transformation 

usually involves nucleation and growth and are generally described by the Johnson–

Mehl–Avrami–Kolmogorov (JMAK) model in which nucleation and growth rates are 

time-dependent under isothermal condition [21]. The phase transition rate (𝑋 ) is a 

function of holding time (𝑡): 

𝑋 = 1 − exp(−𝑘𝑡𝑛), (6-1) 

where 𝑘  is the coefficient of the temperature-dependent reaction rate, and 𝑛  is a 

constant dependent on the nature of growth mechanisms involved in the transformation 

(Avrami). Then, 

𝑋(𝛾 → 휀) ≈ 1 − exp {−(4𝜋 3⁄ )𝑛0𝑟𝜀
3𝑡3}, (6-2) 

where 𝑛0 is the nuclei density (m-3). The growth rate of the ε phase 𝑟𝜀 is expressed 

as 

𝑟𝜀 = (𝐷𝐶𝑜
𝛾/𝜀

/𝛿𝑅𝑇) ∙ ∆𝐺𝛾→𝜀 , (6-3) 

where 𝐷𝐶𝑜
𝛾/𝜀

 is the diffusion coefficient of cobalt (m2∙s-1) obtained in [22], ∆𝐺𝛾→𝜀 is 

the difference in free energy between γ and ε phases (J∙mol-1) calculated by Thermo-

Calc [23], and 𝛿 is the γ/ε interface width of three atomic sites (4.5×10-10 m) [24]. 

From the above calculation, the isothermal TTT curve of the γ → ε diffusional-massive 

transformation was obtained and shown in Fig. 6.10. This diagram showed a good 

agreement with the experimental data in [20]. The temperature region for martensitic 
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transformation should locate below this TTT curve. 

   From the simulated temperature fields of each part shown in Section 3.3 (Fig. 6.8), 

the temperature ranges that Sample A and Sample B underwent during PBF-EB are 

annotated on the right side of Fig. 6.10. Accordingly, the middle and lower parts of 

Sample A were roughly at the temperature range of martensitic transformation. On the 

other hand, as with more considerable energy input (𝐸area = 4.4 J/mm2) of Sample B 

than that (𝐸area = 2.6 J/mm2) of Sample A, Sample B was generally kept at a higher 

temperature range of massive transformation. EBSD data can help to clarify which 

mechanism the γ → ε phase transformation is taking place. Figure. 6.11 shows the pole 

figures taken from the γ and ε phases in the middle and lower parts of Sample A and 

Sample B. S-N OR: (111)𝛾 ∕∕ (0001)𝜀; [101̅]𝛾//[112̅0]𝜀 between γ and ε phases 

was observed in Sample A, while no clear orientation correlation between γ and ε 

phases was observed in Sample B. In addition, the histograms of the misorientation 

angle between adjacent ε phase in Sample A and Sample B are shown in Fig. 6.12. In 

the case of martensitic transformation, the four martensite variants corresponding to the 

(0001)𝜀 plane transformed from the four {111}𝛾 planes, would present the expected 

misorientation angle of 70.5° [25]. Hence, in Sample A (Fig. 6.12(a)), there was a peak 

near 70.5° in the histogram of misorientation angle, which clearly showed that the 

martensitic transformation with S-N OR was dominant. In sample B (Fig. 6.12(b)), no 

apparent peak near 70.5° was recognized, indicating that the ε phase with near-random 

orientation formed here via diffusional-massive transformation. Above results showed 

a good agreement between the simulated temperature fields and phase transformation 

mechanism clarified by experiments. We can conclude that the process parameters 

substantially influence the thermal history, and subsequently, the γ → ε phase 

transformation mechanism in CCM alloy during PBF-EB. 

As with the similar conditions of heat accumulation and conduction correlated to 

the relative positions on the base plate, the difference in γ/ε phase distributions between 

Sample A and Sample B should be closely related to the thermal history.  

The building period of PBF-EB based on experimental temperature history beneath 
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the center of the base plate (Fig. 6.7), is additionally annotated in Fig. 6.10. In Sample 

A, the temperatures of the middle and lower parts were estimated in the range of 

martensitic transformation, as discussed in the above section. The kinetics of isothermal 

martensitic transformation is difficult to evaluate without a specific experiment because 

the rate controlling mechanisms are sophisticated and do not yield general rules 

[26][27][28]. Nevertheless, the displacive-martensitic transformation is coordinated 

action rather than a diffusional movement. Thus, the propagation of ε-martensite is 

assumed not to show significant time dependency as massive transformation possesses, 

when there has already been some martensite in the matrix [29] (athermal ε-martensite 

(Fig. 6.5) in the case of this study). As the building height increased far and far from 

the base plate, the holding time for isothermal γ → ε martensitic transformation 

decreased. Though the top of Sample A was held at temperature range for massive 

transformation, the holding time was too short for the transformation taking place (Fig. 

6.10). Accordingly, the ε phase fraction decreased with increasing distance from the 

bottom of Sample A (Fig. 6.6(c)) in which isothermal γ → ε martensitic transformation 

was dominant during PBF-EB. 

Sample B experienced a temperature history in the range of massive γ → ε 

transformation or higher, as with more considerable energy input (𝐸area = 4.4 J/mm2) 

of Sample B than that (𝐸area = 2.6 J/mm2) of Sample A. We can see from Fig. 6.10, in 

the upper part, the temperature achieved was almost higher than that of the γ → ε 

transition range, and thus, single γ phase was inferred to remain without phase 

transformation after the completion of PBF-EB building process. The lower part was 

mainly kept at the range for massive transformation. Notably, as the position was 

getting closer to the bottom (from increment ② to ① of Sample B in Fig. 6.10), the 

time period required for activation of massive γ → ε transformation increased and even 

became longer than the total period of the heating & building during PBF-EB. Thus, no 

ε phase appeared in the lowest part of Sample B even though the part underwent the 

longest holding time. This can explain why ε phase only presented in a short range of 

the lower part away from the bottom of Sample B (Fig. 6.6(d)) where time period 
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required for massive γ → ε transformation is relatively short (Fig. 6.10). The results 

also indicated that the martensitic transformation carried out more easily and quickly 

than massive transformation during the isothermal aging process of post-melting in 

PBF-EB. 

The above discussion suggests that the difference in γ/ε phase distribution is a result of 

the thermal history determining the mechanism by which the γ→ ε phase transformation 

is taking place, depending on PBF-EB process parameters. Accordingly, the phase 

transformation can be controlled by manipulating the process parameters. For example, 

in Fig. 6.13, the sample almost without the ε phase was fabricated with a considerably 

large energy input (𝐸area = 11.1 J/mm2), because the overall sample was assumed to 

hold at a higher temperature that exceeds the temperature range for γ → ε 

transformation. To make a better use of the mechanisms identified in the presented study, 

a feasible control of phase constitution and distribution of γ/ε phases needs to be 

developed in PBF-EB of CCM alloy in the future, in which broader process conditions 

need to be considered such as preheating temperature, scan strategy, selective melting 

area, size and shape of built object and the position within the object. 

Conclusions 

Through the experimental characterization of the microstructure and analysis of the 

simulation results, the mechanisms of microstructural inhomogeneity regarding matrix 

phase constitution of PBF-EB-built Co-28Cr-6Mo alloy were analyzed and summarized 

as follows:  

1) The isothermal and athermal γ → ε phase transformations took place in CCM alloy 

during PBF-EB. Isothermal γ → ε transformation occurred through both manners: 

diffusionless-martensitic and diffusion-massive transformation.  

2) The difference in γ/ε phase distribution was a result of the thermal history. 

Depending on PBF-EB process conditions, thermal history determined the 

mechanism by which the γ→ ε phase transformation was taking place. 
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3) In the sample with a lower energy input (𝐸area = 2.6 J/mm2), γ→ ε martensitic 

transformation with S-N OR was dominant. With the building height increasing 

away from the base plate,εphase fraction decreased, because the holding time for 

martensitic transformation decreased.  

4) In the sample with a higher energy input (𝐸area = 4.4 J/mm2), the ε phase with 

near-random orientation formed via diffusional-massive transformation. ε phase 

only presented in a short range of the lower part away from the bottom where the 

time period required for massive γ → ε transformation was relatively short. 
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Fig. 6.1. Schematic diagram of the modeling simplification for numerical simulation of 

thermal history: (a) the moving-spot heat source was approximated as an equivalent 

plane heat source; (b) the layer-by-layer building was simplified as bulk-increment. 
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Fig. 6.2. (a) Samples with cube-shape and dimensions of 10 mm ×10 mm ×10 mm were 

built on a base plate with the size of 150 mm × 150 mm × 10 mm and (b) process 

parameters of each sample is shown in the corresponding position. 
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Fig. 6.3. (a) EBSD phase map of vertical cross-sectional microstructure and (b)(c) 

EBSD pole figures of selected ε grain and original γ grain at the lower part of the as-

PBF-EB-built sample. The process parameter is 𝑃= 600 W, 𝑉= 300 mm/s, 𝑙off= 455 

μm. 
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Fig. 6.4. Isothermal γ → ε phase transformation taken place via both diffusionless-

martensitic and diffusion-massive manners in the as-PBF-EB-built sample. These two 

different manners are thought to be competitive with each other, depending on 

temperature condition. 
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Fig. 6.5. Athermal ε martensite characterized by the parallel arrays of thin markings 

was observed within γ-fcc dendrites at the upper part of the as-PBF-EB-built sample. 

The process condition is 𝑃= 600 W, 𝑉= 300 mm/s, 𝑙off= 455 μm. 
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Fig. 6.6. Selected samples that exhibited typical microstructure locates at (a) 

axisymmetric positions with respect to the base plate. The field-of-view is depicted in 

(b). (c)(d) EBSD IPF maps and phase maps of vertical cross-sectional microstructure 

in different parts along with the building height. The process parameters are: 𝑃= 100 

W, 𝑉= 300 mm/s, 𝑙off= 125 μm (Sample A); 𝑃= 1000 W, 𝑉= 300 mm/s, 𝑙off= 750 

μm (Sample B). 
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Fig. 6.7. Experimental thermal history during PBF-EB process at the bottom center of 

the base plate measured by a thermocouple equipped in the building chamber. 
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Fig. 6.8. Top view of the simulated temperature field of the base plate. The base plate 

was heated by an equivalent plane heat source till the temperature in the bottom center 

reached 1098 K. 
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Fig. 6.9. Simulated temperature fields of (a) Sample A and (b) Sample B during the 

building process. (c)(d) The evolution of temperature at the center position in each 

increment of (c) Sample A and (d) Sample B. 
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Fig. 6.10. Isothermal TTT curve of the γ → ε diffusional-massive transformation. The 

red and green curves present the start and end of transformation, respectively. The 

building period of PBF-EB was additionally annotated. The temperature ranges that 

Sample A and Sample B underwent during PBF-EB are annotated on the right side. 
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Fig. 6.11. EBSD pole figures were taken from the γ and ε phases in the middle and 

lower parts of (a) Sample A and (b) Sample B. 
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Fig. 6.12. Histograms of misorientation angle between adjacent ε phase in (a) Sample 

A and (b) Sample B. 
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Fig. 6.13. EBSD IPF maps and phase maps of vertical cross-sectional microstructure in 

the sample almost without the ε phase. The process parameter is 𝑃= 1000 W, 𝑉= 100 

mm/s, 𝑙off= 900 μm. 
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Conclusions 

◼ The dynamic behaviors of the powder raking process were simulated using DEM 

modeling to examine how the powder properties affect the quality of the powder 

bed during the raking process. The effects of the different physical parameters on 

powder bed quality, focusing on packing density, powder flowability, particle size 

distribution, and their interplays:  

1) The practical powder packing density was influenced by corresponding layer 

thickness, and with an increase in nominal thickness, final steady layer thickness 

increased, and high powder packing density was obtained. 

2) The better flowability of powder was preferable for homogeneity of powder layer 

with higher packing density because the higher flowability favored the greater 

tendency for a fine particle moving downward during powder raking. 

3) The mixture of powder with large and small size could increase packing density, 

but it might be detrimental to the flowability and homogeneity. The excessive 

fraction of fine powder made the friction to be the main factor that limited the 

powder flowability. 

◼ Fundamentals of molten pool behavior in PBF-EB of the CCM alloy, focusing on 

the forming quality- and solidification condition-correlated fluid dynamics and the 

differences compared with PBF-L(laser) were investigated via CtFD simulations 

and experiments. The effect of fluid flow was examined by comparison between 

simulation cases with actual and artificially high viscosities. The following 

conclusions can be drawn: 

1) CtFD simulation showed greater agreement with experiment than the pure-thermal 

model because fluid flow showed essential effects on temperature distribution and 

molten pool geometry. 

2) The CtFD simulation results revealed the decisive influence of the Marangoni 

effect on fluid behavior and heat convection of the molten pool. The Marangoni 

effect of molten metal primarily determined the molten pool geometry and 

significantly affected molten pool instability and resultant formation quality in 
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PBF-EB of the CCM alloy. 

3) The fluid behavior of PBF-EB was dominated by Marangoni effect rather than 

vapor recoil pressure that exerted a decisive force in PBF-L under atmospheric 

environment. The fluid behavior of PBF-EB was dominated by Marangoni effect 

rather than vapor recoil pressure that exerts a decisive force in PBF-L under 

atmospheric environment. 

4) Fluid flow played a vital role in determining the solidification rate, R (solid-liquid 

interface velocity). The increasing R values was attributed to the changes in the 

spatial relation to the scan direction under the effect of active fluid convection. 

◼ The dynamic behaviors of a powder collection during the powder raking process 

was simulated using DEM modeling. In addition, CtFD simulations of the heat 

transfer and fluid flow processes were performed to elucidate the effects of physical 

properties of powder layer on PBF-EB fusion process. The main conclusions 

derived from this study can be summarized as follows: 

1) Powder layer, with its stochastic nature, provided more fluid disturbance caused by 

non-uniform capillary actions, efficiently producing the irregularity or 

disconnection of melt-track with increasing scan speed. 

2) Concerning the particle size, for the powder bed with small-size powder, the 

increased emissivity and decreased thermal conductivity of the powder bed 

induced the instability of the melt track. 

3) The spherical and non-spherical powders possessed different surface features; thus, 

the amount of heat radiation was different. PREP powder with high circularity and 

small surface area was appropriate for PBF-EB, which was favorable for melt 

stability and could enlarge the process window. 

◼ The experimental results obtained in this study revealed the mechanisms governing 

the grain morphology and texture evolution of PBF-EB-built CCM alloy. Epitaxial 

growth with resulting columnar grains and near-cubic texture dominated the crystal 

growth. However, nucleation and new grain growth rather than extensive epitaxial 

growth could be achieved by manipulating the molten pool behaviors. Through the 
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experimental characterization of the microstructure and analysis of the simulation 

results, the microstructure evolution mechanisms could be summarized as follows: 

1) The typical growth behavior of columnar grains and the resulting near-cubic 

texture were determined by competitive epitaxial grain growth governed by the 

heat flow characteristics with xy-scanning. 

2) The molten pool connection between adjacent melt tracks produced a random 

orientation of <001> around the z-axis in the xy-plane, resulting in the development 

of a fiber-like texture. Therefore, the crystallographic texture was closely related 

to the transient geometry of the molten pool boundary, where the heat flow 

direction determined the crystallographic orientation during solidification. 

3) 𝐸line  primarily controlled the columnar grain size. The large molten pool was 

conducive to the development of competitive growth, and the kinetic grain growth 

in the HAZ was induced by increasing 𝐸line, promoting the formation of coarse 

columnar grains. 

4) As the power increased, the slope of the S/L interface of the molten pool increased, 

producing a considerable mismatch between the resulting temperature gradient and 

the fast growth <001> orientation of the grains solidified in the preceding layer. 

Consequently, nucleation ahead of the solidification front was facilitated. 

5) Investigation of the sub-grain structure and the G–R–grain morphology considering 

the fluid flow showed that the enlarged undercooling and probable dendrite 

fragmentation owing to fast fluid flow would promote the nucleation probability 

and new grains might form, which suggested that fluid convection was an 

important mechanism promoting CET during the PBF-EB process. 

◼ Through the experimental characterization and analysis of the simulation results, 

the mechanisms of microstructural inhomogeneity regarding matrix phase 

constitution of PBF-EB-built CCM alloy were analyzed depending on specific 

thermal history of PBF-EB and could be summarized as follows:  
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1) The isothermal and athermal γ → ε phase transformations took place in CCM alloy 

during PBF-EB. Isothermal γ → ε transformation occurred through both manners: 

diffusionless-martensitic and diffusion-massive transformation.  

2) The difference in γ/ε phase distribution was a result of the thermal history. 

Depending on PBF-EB process conditions, thermal history determined the 

mechanism by which the γ→ ε phase transformation was taking place. 

3) In the sample with a lower energy input (𝐸area = 2.6 J/mm2), γ→ ε martensitic 

transformation with S-N OR was dominant. With the building height increasing 

away from the base plate,εphase fraction decreased, because the holding time for 

martensitic transformation decreased.  

4) In the sample with a higher energy input (𝐸area = 4.4 J/mm2), the ε phase with 

near-random orientation formed via diffusional-massive transformation. ε phase 

only presented in a short range of the lower part away from the bottom where the 

time period required for massive γ → ε transformation was relatively short. 
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Significance and limitation of present study 

Significance: 

◼ The numerical modeling framework developed in the present thesis is effective for 

simulating and elucidating the underlying physics of the powder-bed AM processes 

(not limited to PBF-EB). The framework allows the modeling of powder, thermal, 

fluid flow, and solidification, covering the almost all of the key issues involved in 

powder-bed AM building process. 

◼ The conclusions obtained from the present study here are not exclusive for PBF-

EB-built CCM alloy. The enlightenments of building process in Chapters 2, 3, and 

4 is applicable for PBF-EB, being not confined to a specific material. The strategies 

for microstructure control in Chapter 5 may be universal, applying not only to the 

CCM alloy but also to other alloy system. 

Limitation: 

◼ The numerical simulations applied in the present study are currently limited to the 

single layer melting with multi tracks. Though multi-layer building is possible to 

qualitatively simulate, the quantitative calculation would be much expensive and 

time consuming. Thus, current modeling framework is not suitable for precise 

simulation of large-scale building. 

◼ With current technical means, the validation of the numerical simulation was 

conducted through the comparison with experimental results in terms of powder 

bed pattern, size and dimension of melt region, etc. While, the experimentally 

dynamic processes of particle motion, melting and molten pool formation were 

unable to be captured, which is important for modeling calibration with higher 

degree of precision. The in-situ process monitoring or sensing would cover this 

shortage.  
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Prospect 

AM processes, including PBF-EB, are now increasingly used in aerospace, automotive 

and biomedical industries owing to the capability for fabricating value-added 

components that cannot be made easily by conventional techniques. For the increasing 

market share of commercial PBF-EB toward a more in-depth market penetration in the 

future, several scientific and technological issues that determine the component quality 

and production cost, still need to be addressed furthermore. These issues are including 

the prevalence of defects in components such as porosity, void caused by a lack of 

fusion, poor surface finish, dimension distortion, and residual stresses.  

    Mechanical properties of PBF-EB-built components are in some industrial fields 

have become comparable with those of components produced by conventional 

techniques. However, quality fluctuation easily occurs depending on process 

parameters and relative location in the building part. Controlled forming quality and 

microstructure of parts require a deep understanding of process mechanisms based on 

scientific theories and principles. The task is to avoid defects and to tailor the 

composition, structure, and properties of PBF-EB-built components, and finally to 

achieve repeatable production with consistent quality.  

   Based on the goals shown above, a high level of in-situ process monitoring or 

sensing, and automatic control is critical in the further development of PBF-EB. The 

real-time information capture and handling require the synchronous developments and 

possible coordination of the hardware and software equipped in PBF-EB system. Given 

the specificity of PBF-EB system, processing in a vacuum and transient nature of the 

electron beam, electronic imaging system, and combined utilization of multiple types 

of equipment should be under consideration. Moreover, establishing a precise and rapid 

closed-loop feedback and control system, the machine learning algorithm can be 

applied for image recognition and statistical analysis that act as foundations for control-

decisions.  
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