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Chapter 1

Introduction

1.1 Backgrounds and research objects

Spatial Economics mainly investigates the uneven distribution of economic activities
across regions. The market in Spatial Economics is featured by imperfect competition,
increasing returns to scale, and trade costs across regions. Such framework allows us to
observe the variation of spatial structure endogenously in a general equilibrium. This
thesis applies some typical models of Spatial Economics in different scales to investigate
some widely concerning issues around the world.

First, we start from a global scale and investigate the trade pattern between a de-
veloped country and a developing country incorporating a special binary demand and
Melitz-type heterogeneity (Melitz 2003; Melitz & Ottaviano 2008). Starting from Krug-
man (1980), the new trade theory (NTT) has contributed to many interesting findings in
trade patterns based on the Dixit-Stiglitz type constant elasticity of substitution (CES)
framework (Dixit & Stiglitz 1977). However, such a tractable setting with a constant
markup is not widely supported by the empirical facts (e.g., De Loecker 2011; De Loecker
and Warzynski 2012; Feenstra and Weinstein 2017). Some research extends this to a more
general class of variable elasticity of substitution (VES) preferences and finds new results
that the CES framework can not explain (Behrens & Murata 2007, 2012; Chen & Zeng
2018).

This thesis extends this stream of research and tries to explain some new results be-
tween a “South-North” trade. In contrast to the homothetic preferences, we adopt a
non-homothetic binary preference based on Foellmi et al. (2018a). It allows us to inves-
tigate the consumption of indivisible goods such as cars, refrigerators, and smartphones,
for which most individuals only require one unit. This special 0-1 form concentrates on
the extensive margin (mass of available varieties), which can be regarded as the other
extreme of the CES framework. With CES preferences, individuals can only make choices
along the intensive margin as they have to consume all the varieties in the market (The
marginal utility of one variety will become infinite when the consumption is close to zero).
Although 0-1 preferences are very stylized, they can capture both the income effect and
pro-competitive effect with tractable analysis. The differences between the two polar
cases are essential references for other research that considers the more general VES pref-
erences. Moreover, we can analytically investigate the effect of international arbitrage

when the price gap across countries gets large enough.



Meanwhile, a new trend of literature considers the firm-level differences in the supply
side. It emphasizes the importance of firm heterogeneity (Melitz 2003), which is also
called “New” new trade theory (NNTT). The repeated converse between focus on the
demand side and supply side accompanies the development of trade theory. Traced back to
Adam Smith’s absolute advantage model, Ricardian’s comparative advantage model, and
Heckscher—Ohlin model, these trade models concentrate on the supply side with different
factor endowments. Then the NTT moves the focus to the demand side, whereas the
NNTT pulls it back again. Furthermore, keeping the firms homogeneous, Foellmi et al.
(2018a) find that the binary demand can still explain some results of Melitz-type firm
heterogeneity, such as the presence of “export zero” during bilateral trade. They state
that the demand side plays an important role, and low willingness to pay is associated
with low income per capita, leading to a market price gap between rich and poor countries.
Therefore, firms from rich countries might not export to a poor country due to the threat
of international arbitrage. However, after applying the firm heterogeneity to the demand
framework of Foellmi et al. (2018a), we find some new results as the firm selection works.
Due to the asymmetric selection effect across countries, the market competition differs,
and the pro-competitive effect plays an important role as well as the income per capita.
This indicates the gap in market prices also depends on the gap of available mass of
varieties, so the country with a higher income per capita does not always have a higher
market price during trade under certain circumstances. Additionally, we observe a new
trade pattern of “export only” apart from the “export zero”, whereas the direction is from
the poor countries to the rich countries. Our research clarifies that both the demand and
supply sides are crucial.

Moreover, this research studies the typical finding of NTT named the home market
effect (HME). Generally, the HME is defined from three perspectives within a two-region
framework. The first point is in terms of firm share, indicating that the larger region
has a higher ratio of firm share than that of the labor market share; the second point is
in terms of wage rate, indicating that the larger region always has a higher wage rate;
the third point is in terms of trade pattern, indicating that the larger country is the
net-exporter of the differentiated sector. Since we consider a one-sector and one-factor
model, we cannot investigate the HME in terms of trade patterns due to the trade balance.
Under the CES framework, the HMEs in terms of firm share and wage rate are known
to be equivalent. However, this equivalence no longer holds after considering general
VES preferences (Chen & Zeng 2018). Using the binary preferences, we also check the
consistency of the two perspectives and find that the HME in terms of firm share may
reverse with the trade costs.

Second, we focus on a national scale and investigate the efficiency of different emission



regulation policies within one country. The increasing greenhouse gas (GHG) emissions
and frequent extremely hot or cold weather have been a worldwide concern for a long time,
especially after the Kyoto Protocol held in 1997 in Kyoto. More countries have started
to apply emission regulation methods to reduce GHG discharges and tend to improve
air quality. Among the various regulation policies, two of the most commonly adopted
are the carbon tax (CT) and emission trading scheme (ETS). These two methods are
also regarded as the representatives of price and quantity control, respectively (Weitzman
1974). Namely, the CT can control the price of emissions to affect the production of firms,
but it is difficult to limit the quantity of emissions directly; In contrast, the ETS can fix the
total emission cap, but the market determines the emission price. Functionally, these two
policies are both proposed to promote the incentive of emission reductions (Metcalf 2007;
Stavins 2007) and carbon-saving innovation (Milliman and Prince 1989; Fischer, Parry, &
Pizer 2003). However, whether they still have the same efficiency under different design
elements and special circumstances, such as transaction costs (Stavins 1995; Baudry et al.
2021) and uncertainty (Weitzman 1974; Shinkuma & Sugeta 2016), remains a controversial
debate.

In this thesis, we build a general-equilibrium model with one factor (labor) and two
sectors (one dirty manufacturing sector and one clean composite goods sector) to analyze
the industrial organizations under these two emission regulation policies. Once again,
we apply the Melitz-type firm heterogeneity into this model, which is crucial from three
aspects. First, the heterogeneity captures both uncertainty and asymmetric information.
On the one hand, the entrants can not realize their productivity before sinking the entry
costs, and the productivity randomly conforms to a distribution; on the other hand, only
the firms can realize their productivity, while the government can only observe the entire
distribution. Second, the selection effect is essential for the analysis of market outcomes,
and some low-productivity firms should be eliminated from the market. Namely, the mass
of entrants and active firms are not equal. This allows us to observe the differences in
firms’ entry and exit processes under the CT and ETS. Third, only with heterogeneous
firms can we observe the emission trading across the firms. In the homogeneous case,
firms’ production and emission discharge are identical, no firms need to trade the emission
allowances with others. Instead, emission trading only happens between the firms and
the government in the form of auction.

Unlike previous literature, we do not include the externality of emissions in the utility
function. In contrast, we compare the welfare levels of two policies under an identical
exogenous emission target. This is because in the real world, the emission target of
one country is usually determined by negotiations at international climate conferences
such as the Kyoto Protocol (1997) and the Paris Agreement (2015), which the national



governments can not easily change. Since the total emission cap is given, our model’s
price/quantity control is embodied in another perspective. Under the CT, the price
control can directly affect firms’ revenue level so that the government can control the
productivity cutoff to adjust the mass of active firms. Under the ETS, quantity control
can determine the allocation of initial emission allowances to adjust the mass of entrants.
We find that the two policies have different impacts on the market outcomes and resource
allocations across sectors, leading to different efficiency and welfare levels. Meanwhile, the
degree of heterogeneity plays an important role, indicating that countries with different
development levels should choose different policies.

Finally, we turn to a national inter-regional scale to investigate the relationship be-
tween fertility rate, agglomeration, and sorting. This research is closely related to the New
Economic Geography (NEG) that was started by Krugman (1991). In NEG, workers are
allowed to migrate across regions so that we can observe the process of demographic ag-
glomeration as well as the industry. We adopt the tractable framework of Pfliiger (2004)
to divide the population into two groups, skilled workers and unskilled workers. The
skilled workers are mobile across regions and are used as the fixed input of the firms; the
unskilled workers are immobile and are used as the marginal input of the firms.

In this thesis, we try to clarify both the impact of agglomeration and sorting on the
regional fertility rate. The decreasing fertility rate is widely observed in metropolitan
areas nowadays. However, to explain this phenomenon, we need to consider two aspects.
On one hand, the agglomeration during urbanization rises the child-rearing costs, so the
residents become reluctant to have children. On the other hand, more households with
lower fertility intention are sorted into the large cities, which leads to lower fertility than
the small cities. Most literature focuses on the agglomeration effect, while the role of
sorting is easy to be neglected. To figure out the roles of these two effects, we assume
heterogeneous households to analyze their location choices in the equilibrium. Moreover,
we find that due to the existence of child-rearing costs as a dispersion force, the skilled
workers will evenly redisperse into two regions during trade liberalization. This process
occurs even if the population size of the two regions is asymmetric.

In all three studies of this thesis, heterogeneity plays a crucial role. Firms or individuals
have different choices due to the heterogeneity, and the cutoffs between the choices appear.
The variation of the cutoff value is an essential mechanism, which is called the selection
effect in Chapters 2 and 3, and called the sorting effect in Chapter 4. Regarding the
difference, the heterogeneity contributes to our results from several perspectives. Chapter
2 considers a trade issue. The selection effect determines the extensive margin, which
affects the market competition in two countries and leads to the price gap. Chapter

3 compares two policies within an autarky model. The selection effect under different



policies induces different market outcomes and resource allocation. Chapter 4 depicts the
mobility of skilled workers with heterogeneous preferences for children in a NEG model.
The sorting effect determines the location choices and further enlarges the fertility gap

between regions.

1.2 Overview of our study

This thesis applies the general-model analysis of Spatial Economics to investigate three
worldwide concerned issues, international trade, emission regulation, and fertility rate.
Moreover, the three issues are investigated from three different scales, which correspond
to a global, individual country, and intra-country inter-regional scopes, respectively. The
main body includes three parts.

The first part consists of a research paper by Lin and Zeng (2023) titled “International
trade with binary demand and heterogeneous productivity.” Using a trade model between
a developed and a developing country with binary preferences (Foellmi et al. 2018a) and
heterogeneous productivity (Melitz 2003; Melitz & Ottaviano 2008), this study finds that
firm selection brings four new results with the possibility of arbitrage. First, we observe
a price reversal, such that the price in the developed (high-income) country can be lower
than that in the developing (low-income) country under particular circumstances. Second,
we demonstrate the existence of export-only firms in the developing country due to the
large price gap; meanwhile, arbitrage enlarges the profits gap between the two markets. As
a result, some medium-productivity firms abstain from selling in the developing countries
despite having the ability. Third, the selection effect of domestic supply is stronger in the
small country when trade is more liberalized. This shows that the results of Felbermayr
and Jung (2018) based on the CES framework are not robust and may reverse. Finally, we
find that a higher degree of heterogeneity simultaneously enlarges the gains from trade
in the developed country and losses from trade in the developing country. We notice
that the average productivity also changes with the degree of heterogeneity. To separate
the impacts, we adopt two mean-preserving spreads to keep the average productivity
unchanged. Moreover, we check various forms of the HME in this special VES setting.
Our result shows that the HME in terms of firm share is reversed when trade costs are
sufficiently large, and the HME in terms of wages is always observed.

The second part consists of a research paper by Lin, Pan, and Zeng (2023) titled
“Carbon Tax vs Emission Trading in a Monopolistically Competitive Market with Het-
erogeneous Firms.” In this study, we build a two-sector (one dirty sector with emission
and one clean sector) general-equilibrium model with monopolistic competition and het-

erogeneous firms to compare the efficiency between CT and ETS. Capturing the selection



effect, this model allows us to examine how each policy shapes the market outcomes and
analyze the sources of policy inefficiency. We show that an economy with high hetero-
geneity is better to adopt the ETS, whereas the CT is superior in a low-heterogeneity
economy.

As disclosed by Nocco et al. (2014) and Behrens et al. (2020), the misallocation
of resources between sectors is one of the main sources of market distortion. Therefore,
we further compare the two policies with the optimal allocation to investigate how the
policies can fix the distortion. The results show that the equilibria under both policies fail
to reach the optimum. We verify that the CT/price control can achieve an optimal mass of
active firms but an insufficient mass of entrants, while the ETS/quantity control performs
just the opposite. Meanwhile, both policies allocate excessive labor resources to the non-
polluting sector. Moreover, taking the emission regulation as a resource, we find that the
input intensity has a sharp impact on output levels and inter-sector resource allocation.
These findings emphasize the importance of the production side while investigating market
distortion and provide inspiration for future research.

The third part consists of a working paper by Wang, Lin, & Zeng (2021) titled “Ag-
glomeration, Sorting, and Fertility.” In this study, We show a consecutive process of ag-
glomeration and the variation of regional fertility rate during this process. This analysis
is based on the Pfliiger (2004) type quasi-linear utility and households with heterogeneous
preferences for children. We explain the low fertility rate in the agglomerated region from
both perspectives of agglomeration and sorting. On the one hand, agglomeration increases
the child-rearing costs in the larger region; On the other hand, the higher child-rearing
costs sort the households with a lower preference for children to the larger region, which
further decreases the fertility rate there. Namely, the regional fertility rate shows a neg-
ative relationship with the firm share. Additionally, we clarify the child-rearing cost as
a dispersion force, inducing an agglomeration-redispersion pattern across regions during

trade liberalization.

1.3 Thesis outline

The remainder of this thesis is organized as follows.

Chapter 2 introduces the contributions of binary preferences and the wide applications
in the related literature. Furthermore, we analyze various of interesting findings based
the trade model with binary preferences and heterogeneous firms.

In Chapter 3, we compare the efficiency between two widely used emission regulation
policies: Carbon tax and Emission Trading Scheme from the perspective of market out-

comes and resources allocation. We also calculate the optimal allocation to analyze the



sources of policy inefficiency for both policies.

Chapter 4 tries to explain the lower fertility rate in the larger city under a NEG frame-
work. Based on the setting of households with heterogeneous preferences for children, we
find that both agglomeration and sorting contribute to the low fertility rate. Moreover,
we clarify the child-rearing cost as a dispersion force, which induces a agglomeration-
redispersion pattern with the increase of trade freeness.

Chapter 5 gives concluding remarks.



Chapter 2

International trade with binary demand and hetero-

geneous productivity

2.1 Introduction

This study examines trade, incorporating the binary demand of consumers (Foellmi, Hep-
enstrick, and Zweimiiller, 2018a) and heterogeneous firms (Melitz, 2003).

It is a step-by-step process for economists to create models to disclose various mech-
anisms. The constant elasticity of substitution (CES) function has contributed a lot
to economic theory in recent decades because it allows us to build a tractable general-
equilibrium framework. However, a CES framework leads to the property of constant
markups, which is not supported by empirical facts (e.g., De Loecker, 2011; De Loecker
and Warzynski, 2012; Feenstra and Weinstein, 2017; Mukherjee and Chanda, 2021).

Some preferences have been proposed to allow variable elasticity of substitution (VES).
Foellmi et al. (2018a) propose a simple setup that considers binary preferences. We
have numerous indivisible goods in the real world. With binary preferences, households
either purchase one unit of a particular product or do not purchase it at all, which only
allows households to make decisions along the extensive margin. Such preferences can
be regarded as the other extreme of CES preferences, with which households have to
consume all the varieties and only have the choice along the intensive margin (quantity).
Foellmi et al’s (2018a) approach is considered useful and applied to disclose a puzzle in
the product cycles between developing and developed countries (Foellmi, Grossmann, and
Kohler, 2018b).

Meanwhile, firm heterogeneity is an important tool for clarifying the different pro-
duction behaviors of firms when trade begins. Heterogeneous productivity enables us to
investigate firm selection, i.e., how firms with lower productivity are driven out of the
market, which is called the selection effect. Combining binary demand and heterogeneous
firms, our study contributes to the literature in four aspects.

First, it discloses the mystery of a price reversal—the market price in a lower-income
country exceeds that in a higher-income country. In a CES framework, the market price
is proportional to marginal costs (see, for example, Lemma 2.1 of Zeng (2021) for a
formal proof), which are generally proportional to the wage rate. Thus, the market
price in a high-income country is higher than that in a low-income country. Previous

research has emphasized that variable markups are related to per capita income. For



example, Simonovska (2015) finds a positive relationship between the prices of tradable
goods and per capita income. Markusen (2013) documents that countries with higher per
capita income have higher markups and price levels. However, price reversals are widely
observed in the real world, as shown in Table 2.1. In 2019, average wages were $66, 382.5
in the USA and $39, 041.1 in Japan, while the cost-of-living indices® were 69.91 and 83.33,

respectively.

Table 2.1 Average wages and cost-of-living index of some typical countries

Country | Average wages (US$) | Cost-of-living index
USA 66382.5 69.91
Australia | 54020.8 72.08
Germany | 54041.4 67.62
Canada | 54119.3 65.01
France 47112.4 74.85
UK 47936.6 65.28
Japan 39041.1 83.33

Source: OECD (2019): https://data.oecd.org/earnwage/average-wages.htm;
Numbeo (2019): https://www.numbeo.com/cost-of-living/rankings_by_country.jsp?title=2019

Moreover, Morel et al. (2011) and Lorne and Shah (2015) find that price reversal
occurs in the pharmaceutical industry.

If firms are homogeneous, as reported by Foellmi et al. (2018a), their behavior is
symmetric. All firms export when arbitrage does not occur. Consequently, the mass of
available varieties is identical in the two countries. The market price is completely deter-
mined by the demand side (more specifically, by per capita income in the country), which
leads to a positive relationship between the wage rate and the market price. However,
after incorporating the heterogeneity, the active selection effect results in asymmetric mar-
ket competition in two countries. Although the large country possesses a higher income
per capita, accompanied by a higher willingness to pay, the mass of available varieties in
the large country is relatively larger and the local price there might be relatively lower.
Moreover, when trade costs are high, more labor is allocated to supply the domestic mar-
ket. This shift is relatively large in the bigger country, making the labor resources more

scarce in the large country and increasing the wage rate. On one hand, exporting to the

LA cost-of-living index is a relative indicator of consumer goods prices, including groceries, restaurants,
transportation, and utilities. We use the data of 2019 to avoid the impact of COVID-19.


https://data.oecd.org/earnwage/average-wages.htm
https://www.numbeo.com/cost-of-living/rankings_by_country.jsp?title=2019

small market results in only a small profit; on the other hand, the increasing wage rate
proportionately increases the marginal cost. More firms in the large country abstain from
exports. Consequently, the product market competition in the larger country becomes
relatively tougher when trade costs are high, which may finally lead to a price reversal.

Second, we show the existence of pure export or, export-only, firms. Arbitrage may
occur if the price gap between the two countries is large.? Tradeable firms in either coun-
try have two options when facing arbitrage: (i) charge a lower trade price and sell in two
markets or (ii) abandon the smaller market and sell only in the larger market. Firms in
the two countries balance the trade-offs between these two options according to their pro-
ductivity. Our results show that, in both countries, some firms with intermediate levels
of productivity abandon the market of the smaller country, even if they can serve both
markets. Another interesting phenomenon occurs in the smaller country—the cut-off of
exports exceeds that of domestic supply, as exports make higher profits than domestic
sales; therefore, export-only firms appear. This indicates that exporting is not the privi-
lege of firms with high productivity, which contrasts to the prevailing view in the related
literature. Such export-only firms have been observed in the real world. Lu, Lu, and Tao
(2014) theoretically show the existence of pure export within middle-productivity firms
and empirically verify the results using data from Chinese manufacturing firms. Further,
de Astarloa, Eaton, Krishna, Roberts, Rodriguez-Clare, and Tybout (2015) find that
some exporters in Bangladesh export most of their output abroad—they describe these
firms as “born to export.” Moreover, Liaqat and Hussain (2020) claim that pure exporters
will appear in developing countries and usually have lower sales, export earnings, and im-
port spending than normal exporting firms do with Pakistani data. Qiu and Yan (2017)
extend the theoretical research and attribute the existence of export-only firms to a low
fixed export cost, an export tax rebate, and a large efficiency gap. Contrary to previous
studies, we show that the existence of export-only firms stems from endogenous variation
in the price gap between the two countries without any additional conditions.

Third, the assumption of binary demand makes it tractable for us to investigate how
the relative intensity of the selection effects in two countries changes with trade costs.
Regarding the selection effect in each country, we obtain results similar to those of Melitz
(2003): the extensive margin of domestic supply expands while the extensive margin of
export shrinks in both countries when trade costs rise. However, their relative intensity
varies with the trade costs. Specifically, when the trade costs are low, the selection of
domestic supply is more severe in the smaller country, and this is reversed when the trade

costs increase. Thus, the larger market may accommodate relatively more firms only

2In this research, the price gap is a relative concept used to measure the ratio between the relative

market price in two countries and trade costs.
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when trade is sufficiently liberalized. More specifically, the larger market may not have a
more than proportionate firm share when trade costs are high, which is consistent with
the theoretical result of Chen and Zeng (2018) on the home market effect in terms of firm
share, based on a framework with additive preferences more general than CES.

Finally, we explore how heterogeneity affects welfare and gains from trade when prefer-
ence is binary. Based on a model of continuous demand, Kokovin et al. (2022) report the
possibility of harmful trade, indicating a welfare loss when trade starts from a high level.
Conversely, Foellmi et al. (2018a) find that globalization may hurt a smaller country
when trade costs are low. Here we further show that heterogeneous productivity aggra-
vates it, which occurs in the arbitrage equilibrium when the price gap between the two
countries is significant. Meanwhile, Melitz and Redding (2015) argue that intra-industry
reallocation brought on by the selection effect plays a vital role in measuring gains from
trade. By comparing our heterogeneous firm model with the homogeneous firm model of
Foellmi et al. (2018a), we find that productivity heterogeneity leads to higher welfare and
gains (losses) from trade. Furthermore, we use two mean-preserving spread models to
investigate the continuous impact of heterogeneity while maintaining the average produc-
tivity constant. We find that either a higher degree of heterogeneity or a higher average
productivity will increase welfare in both countries for the given trade costs. Additionally,
these two factors can simultaneously enlarge the gains from trade in the large country and
the losses from trade in the small country. Accordingly, a higher degree of heterogeneity
improves the efficiency of resource allocation within a country, which can be observed
in the increasing domestic varieties in both countries. Conversely, in the more heteroge-
neous case, the large country absorbs more resources from the small country, leading to
a growing imbalance across the countries, attributable to the expanded extensive mar-
gins of export-only firms in the small country. Our results suggest that a small country
should maintain a certain level of tariff to maximize its welfare, which complements the
conclusions of Demidova and Rodriguez-Clare (2009) and Demidova (2017).

Moreover, we examine the existence and consistency of various home market effects
(HMEs). In the literature, Krugman (1980) shows via two different CES models that a
large country has some advantages, such as being a net exporter, having a more-than-
proportionate firm share, and having a higher wage rate, which are the HMEs in terms
of trade pattern, firm share, and wages, respectively. Takahashi, Takatsuka, and Zeng
(2013) show that these three HMEs are equivalent, and all of them are observed in a
single model with mobile capital as a second production factor. Surprisingly, keeping the
assumption of two production factors, a recent paper by Chen and Zeng (2018) finds that
the HME in terms of firm share may fail if the CES utility is replaced by a general additive

VES (variable elasticity of substitution) function. By using the binary preferences, this
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research shows that the HME in terms of firm share may be reversed even when labor is
the only production factor. More specifically, when trade costs are high, the increasing
wage rate becomes a burden for production. Meanwhile, the export firms in the small
country are less affected thanks to the low production costs and the large export market.
This indicates that the firms in the large country face a tougher survival environment.
The pressure from both costs and prices pushes firms out of the larger country and finally
leads to a reversed HME in terms of firm share.

Further, we complement our model in a case where the population and technological
advantages are geographically separated between the two countries. We claim that both
advantages lead to higher welfare. By investigating the trade structure between two
countries with identical total effective labor, we further verify that a country with a

technological advantage has a leading position in determining the trade structure.

2.2 Literature review

The “0-1” form binary demand has been applied to explain many economic issues in both
Micro- and Macro-economics. Foellmi & Zweimiiller (2006; 2017) use binary preferences to
investigate the issues of innovation and growth between rich countries and poor countries.
They highlight the importance of income per capita and identify that for the innovators,
the inequality between countries has a positive relationship with the product price (price
effect) and a negative relationship with the market size (market-size effect). This research
is further extended to study the product cycles in a dynamic North-South model (Foellmi,
Grossmann, & Kohler 2018b). Meanwhile, Foellmi, Wuergler, & Zweimiiller (2014) con-
sider the quality of products and extend the binary preferences to the trinary preferences,
so that individuals can further choose to consume high-quality or low-quality products
based on their income levels. They use this model to explain the process innovations that
transform existing luxuries into mass products for the poor. Moreover, there are many
other types of non-homothetic preferences are used in the literature to explain various
economic activities (Matsuyama 2002; Rojas & Saffie 2022; Hsu, Lu, & Picard 2022).
Additionally, this study highlights the importance of arbitrage during international
trade. In the CES framework, arbitrage will never occur due to the constant mark-up.
In the MO model (Melitz & Ottaviano 2008), the arbitrage is also ruled out as the price
gap between domestic supply and export is insufficient. Under homothetic preferences,
arbitrage can not be observed without some extra assumptions. In contrast, the binary
preferences can tractably analyze both the equilibria with and without arbitrage as shown
in Foellmi et al. (2018a). They also verify that the predictions of the simple 0-1 model

still hold under more general preferences if some conditions are met. Meanwhile, the
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binary preferences provide an analytical general-equilibrium framework for the research of
parallel import. Previously, most research considers this issue within a partial equilibrium
(Matsuyama 2000) or game theory (Roy & Saggi 2012; Zeng & Zhang 2020).

The consistency of the HME in terms of firm share and wage rate has been inves-
tigated by many different models. Considering capital as the second production factor,
Takahashi et al. (2013) show that these two HMEs are equivalent under CES preferences.
Keeping labor as the only factor and CES preferences, Felbermayr & Jung (2018) find
the equivalence still holds with firm heterogeneity. However, Chen & Zeng find these two
aspects of the HME are not equivalent anymore in a general VES framework. They verify
that the HME in terms of firm share is reversed in the case of one-way trade from the
smaller to the larger country. Some empirical research also supports this result. Redding
& Venables (2004) and Hanson (2005) prove the robustness of the HME in terms of wage
rate, whereas Head and Mayer (2004) point out that the evidence on the HME in terms
of firm share is highly mixed. The result of our study is consistent with the general VES

framework that the HME in terms of firm share may reverse under certain circumstances.

2.3 Closed economy

We first implement the model in the simple autarky case and use the subscript ¢ to
denote the closed economy. We assume that there are L. identical individuals and that

each individual provides . units of labor.

2.3.1 Demand
The following utility function, .
U= [ et
is assumed to describe consumer preferences, where x(j) is either 0 or 1 for any j € [0, n].

The mass of variety n is denoted as n. in the closed economy. The budget constraint is

/0 " p()e()ds = v,

where y is the individual income. The individual demand for each variety j is obtained

by the first-order condition to maximize utility:

1 itp() < 1/A
x(”)_{ 0 i p(j) > 1/),

where A is the Lagrangian multiplier that can be understood as the marginal utility of

income. All products are differentiated, but they are symmetric in quality. Individuals

13



purchase one unit of good j if the price is not higher than their willingness to pay (1/)).
Otherwise, they do not purchase the product.

The analysis above reveals the difference between a continuous demand model and a
binary demand model when firms are heterogeneous. When the demand for a variety is
continuous, the producer can adjust its price/demand to maximize total profit. In con-
trast, when demand is binary, the producer cannot increase positive demand by lowering
its price. Different varieties enter the utility function symmetrically. The willingness to
pay is the same for all varieties, although firms are heterogeneous in productivity. As
firms cannot set a price different from the willingness to pay, all varieties have the same

price.®> The aggregate demand for one variety under autarky can be written as

Le if p(j) < 1/A,

Xeli) =19 ¢ if p(j) > 1/

Therefore, there exists a single price p. = 1/ in equilibrium.

2.3.2 Production

Labor is the only factor of production. There is a continuum of potential entrants at-
tempting to enter the market. After sinking f. units of labor as an entry fee, each firm
randomly draws its cost level from a uniform distribution G(v)) on [0,v].* Specifically,
1/1) is the productivity of each firm; thus, a smaller 1) indicates higher productivity. The

density function is

0 otherwise.

g(«m:{ 19 if >4 >0,

For simplicity, we do not assume a fixed input as in the study by Melitz and Ottaviano
(2008).° The profit of firms with a cost level ¢ can be written as

7Tc(¢) = (pc - wwc>Lc-

Hereafter, we choose labor as the numeraire, so that w. = 1 holds.

3The detailed explanation of price decision under the 0-1 framework can be seen in the study by
Foellmi et al. (2018a). In their homogeneous model, the prices of domestic and imported varieties are

also equal to consumers’ willingness to pay.
4We adopt uniform distribution in this study for better tractability. Nevertheless, through simulations,

we find that the results are robust if the Pareto distribution is used. The assumption of a 0 lower boundary
ensures the existence of tradeable firms in both countries, which makes the model more tractable by

preventing the interference of a choke price when the trade costs are sufficiently large.
>Our model is similar to that of Melitz (2003) in the sense of one sector. However, Melitz (2003)

requires a fixed input as the CES framework has constant markups without finite choke prices. A fixed

input is necessary for Melitz (2003) to display the selection effect.
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After recognizing their productivity, firms decide whether to produce or exit the mar-

ket. The cost cut-off ¢} for firms to be active is determined by the zero-profit condition:
m(¢z) = (pe — ¥2)Le = 0.

Then the firms with higher marginal cost than v} will exit the market. The distribution

of active firms can be depicted by the conditional distribution of G/(¢) on (0, 7]

glv) 1
pe(v) = GWr) ¥

0 otherwise.

if > > >0,

The free-entry condition takes the following form:

fez/o )y = /% ¥)L. -dw

The labor market clearing condition is

U
Lcec = / Lcwﬂc(w)chw + Necfea
0

where N, is the mass of active firms, and N,.. denotes the mass of firms entering the
productivity draw.

The budget constraint now can be rewritten as:
Dele = wcec = 17

where n. is the mass of available varieties in the country, which equals the mass of firms
in autarky.
The above conditions determine an equilibrium in which the important endogenous

variables are

Qfe& % Lc % LCQC
fd * = UC = c — NC — 00 —— P NEC = 57 2'1
77Z)c ( Lc ) ’ " (2f6¢> 2f€ ( )

where U, is the utility level under autarky. The first equality in (2.1) indicates that

the equilibrium price decreases with country size L.. This reveals the well-known pro-
competitive effect in the literature. Moreover, a larger ¢ implies a lower average produc-
tivity because of the assumption of uniform distribution. Thus, the mass of active firms,
N,, decreases with ). This less competitive product market leads to a higher market
price p.. Accordingly, the cutoff cost 1* = p, increases with ). Welfare U, is negatively
related to, whereas the mass of entrants, N.., is independent of ¥. Note that a large 1
can also be interpreted as a higher heterogeneity. we will investigate the different role of
1 in greater depth using several models in the subsequent Section 2.4.3.

The above results display an advantage of VES studies based on binary preferences—
they are relatively tractable even when both the income effect and the pro-competitive

effect are captured.
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2.4 Impact of globalization

We now consider a world economy in which a large developed country and a small devel-
oping country trade with each other. More specifically, country 1 is a developed country
with a population of L, and country 2 is a developing country with a population of L.
We introduce labor efficiency to describe the technological differences between the two
countries. Each individual in country 1 provides #; units of labor, and each individual
in country 2 provides 6, units. Our benchmark model assumes that country 1 has both
population and technological advantages, i.e., L1 > Lo, 61 > 65. The opposite case of
Ly < Lg, 61 > 05 will be examined in Section 2.7. Trade is costly, and trade costs have
the standard iceberg form: for each unit sold to a foreign market, 7 > 1 units must be
shipped, and 7 — 1 units are lost during transportation.

For convenience, we use

1

l=—(>1), 0=—(>1)

| &
D

[\
[\

to denote the relative population and technology between two countries, respectively. Let
7 be the root of
A(T) = 17% + 7° — 0217 — 07, (2.2)

which is the threshold of trade cost for arbitrage to be possible, falling in [1,6). Lemma
A.2 in Appendix A shows the existence and the uniqueness of 7.

Subsequently, we conduct the equilibrium analysis with a large 7 (i.e., 7 > 7) and
a small 7 (i.e., 7 < 7). However, 7 < 7 is impossible when 6 = 1 because 7|gp—1 = 1.

Therefore, we neglect the special case of 6 = 1 in which there is no technological advantage.

2.4.1 No-arbitrage equilibrium
This section considers the case of 7 > 7. We first assume inequalities,

1
P (2.3)

T P2

where p; and py are the equilibrium prices in countries ¢ = 1,2, respectively. Lemma A.3
in Appendix A proves that the inequalities in (2.3) are actually true. Under (2.3), goods
are traded internationally without arbitrage.

After sinking f. units of labor as entry costs, firms in either country learn their cost
level from the identical distribution G(1) as autarky. Subsequently, the gross profit of a

representative firm in country 7 is:
T = (pi — Yw;) L + (p—; — Tw;) L,
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where —i is the country other than i. The first term of ; is the profit from the domestic
market, and the second term is the profit from exports. There is no additional fixed cost
for either domestic or foreign markets. As in most heterogeneity models, there are two
cut-offs: one each for domestic supply and exports. The following shows that the cut-off
for exports is higher than that for production in either country. Therefore, some firms
with low productivity sell goods only in the domestic markets.

Specifically, the cost cut-off for the domestic market ¢} in country ¢ is determined by

the zero-profit condition of the local profit:

(pi - Qﬁwi)Li = 0.

Further, the cost cut-off for export 1% is determined by the zero-profit condition of export

profit:
(p—i — Tbirwi) L = 0.

Subsequently, the cut-offs in the two countries have the following relationship:

* Di * P—i
Vi w; Vir TW;

(2.4)
The profits of two kinds of firms in two countries are
min = (pi — Ywi)Li,  mir = (pi — Yw;) Li + (p—i — TYw;) L,

where m; denotes the profit of a firm producing a non-traded variety, and m;7 is the profit
of a firm producing a traded variety in country ¢ = 1, 2.

The free-entry condition in country ¢ = 1,2 is

vip Py
Fos = /0 rerg()dib + / rong()de,

*
T

which is simplified to

2
_ I,
2 fow? = pPL; + Lt (2.5)
The mass of available varieties in country 7 is
by Y
n; = / Nipi()dy) + / N_ip—i(1)d, (2.6)
0 0

where N; denotes the mass of active firms in country 4, and p;(1)) is the probability density
of active firms in country i (i.e., u; = 1/v7). Subsequently, Equation (2.6) is simplified

using the budget constraints and (2.4) to

i0; i
= :ni:Ni‘i‘Nfip :
Di TP—i

(2.7)

17



The balance of payments is written as

Yir Vor . Ny L
p2L2N1 w{ :p1L1N2 ;, 1.e., E = LZP% (28)

Let
P1 Wy
= -, w = —
P2 W2
be the relative price and wage rate, respectively. Choose labor in country 2 as the nu-
meraire so that wy = 1 and w; = w. Combining Equations (2.5), (2.7), and (2.8) and
the budget constraints, we obtain the wage equation (the details are available from the

authors upon request):
F(w) = 7w’ + 0lw? —w — 701 = 0. (2.9)

This implicitly determines the relative wage rate w as a function of 7, #, and [. The

relative price is given by

0
—/ 2. 2.1
p ” (2.10)

Other endogenous variables can also be obtained from w. We observe a negative rela-
tionship between the relative price and the wage rate. This is because a higher wage rate
results in a higher marginal cost. After considering heterogeneity, the firms in the large
country become less competitive in the export market. Therefore, more labor resources
are allocated to the domestic supply, inducing a tougher product competition and a lower
market price in the large country. Moreover, Lemma A.3 in Appendix A verifies that the

equilibrium wage rate of (2.9) falls in [0/72,072).

Proposition 1. In the no-arbitrage equilibrium, (a) the equilibrium relative wage rate w is
uniquely given by (2.9), and w > 1 holds; (b) the equilibrium wage gap increases with trade
cost (dw/dr > 0); (c) the equilibrium relative price decreases with trade cost (dp/dr < 0);
and (d) a price reversal (i.e., p < 1) occurs iff | > 60*(> 1) and 7 > 7, = (16> —1)/(1—6?).

Proof. See Appendix B. O

The results show that the relative price and wage rate have opposite trends when
trade costs increase, as observed in (2.10). This is an interesting fact that results from
heterogeneity in productivity. According to Foellmi et al. (2018a), the mass of avail-
able varieties is identical in the two countries, as all firms can export in a no-arbitrage
equilibrium. More precisely, without selection, the market price is only related to per
capita income, which equals the wage rate because labor is the only production factor.
Therefore, Foellmi et al. (2018a) show a positive relationship between relative prices and

wages. Accordingly, a price reversal is not observable when firms are homogeneous.
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We use two numerical results to show how the relative wage and price depend on 7,
with and without price reversal. They are plotted in Figure 2.1. Parameters of Figure

2.1a are given by®

V=2 f.=02 Li=12 Lo=4, 6, =1, 0, = 1.1. (2.11)

We only change #; from 1.1 to 1.8 in Figure 2.1b.
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Figure 2.1 Relative price (p) and wage (w) in the no-arbitrage equilibrium

In Figure 2.1, 7 (> 1) is the lower bound of 7 for a no-arbitrage equilibrium. Further-
more, [ > 6% holds for (2.11). Thus, we are able to observe a price reversal in Figure 2.1a:
the price in the high-income country is lower than that in the low-income country when
T > Tpr = 1.46927.

In contrast, Figure 2.1b shows the other case in which [ < 6% holds. Equation (2.10)
tells us that p increases with 6. Thus, the solid curve in Figure 2.1a moves upward when
0 increases. When 0 is large enough such that [ < 62 holds, we have p > 1 for any 7.
Accordingly, the solid curve does not cross the line of p = 1, and price reversal does not
occur.

In our setup, a larger 6; is linked to a higher income per capita and a larger willingness
to pay, which are positively related to the market price. Meanwhile, L; denotes the market
size, which is positively related to the degree of market competition and negatively related
to market price. They result from the income effect and the pro-competitive effect under
binary preferences. Therefore, the occurrence of a price reversal can be attributed to the
interplay between these two opposite forces. Additionally, trade costs play an important
role in determining the relative intensity of these effects in two countries. Our model
captures the competition in both the factor market and the product market, which are
observed by Melitz (2003) and Melitz and Ottaviano (2008), respectively. On one hand,

6All later simulations in Sections 2.4.1, 2.4.2, and 2.6 use the same parameters of (2.11).
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with rising trade costs, labor is reallocated from exports to domestic supply. Due to
the higher demand in the larger market, the increasing domestic supply makes the labor
resources relatively more scarce in the larger country, which pushes up the relative wage.
On the other hand, the increasing marginal costs (both wages and trade costs) make
the smaller market less attractive to the exporters in the larger country. As a result,
the product-market competition is tougher in the larger country than in the smaller
country, leading to a reduction in the relative market price. Finally, when the relative
product-market competition dominates the relative factor-market competition, a price
reversal occurs. The channel via the product market does not work in Foellmi et al’s
(2018a) because of the firm homogeneity. Without the negative effect of product market
competition, the factor-market competition dominates in the larger country, so that the
market price is always higher there.

In our model, when 7 increases, the extensive margin of export shrinks in either
country. However, the proportion of exporting firms in the larger country decreases more
sharply than that in the smaller country.” This is because exporters in the large country
face a higher marginal cost but lower demand compared with those in the small country.
In this sense, the selection of exporters is stronger in the larger country when 7 increases.
This finally leads to a larger mass of varieties in the larger country, lowering the relative
price there. We will further analyze the variation of the selection effect in detail in Section
2.6.

Additionally, we provide more analytical support for the fact of price reversal when 7
is large by investigating how p; and ps change with 7. According to (2.5) and (B.1), we

derive a price equation for country 1 as follows:

H(pr) = 20277[)]06([/11)% - 27'1/_er)2 - Lgpil [L1p%(72 - 1)+ QTIEfe} = 0. (2.12)

The result of dp;/dr > 0 is obtained from this implicit function (see Appendix C for de-
tails). Furthermore, dpy/dr = d(p1/p)/dr > 0 holds according to dp/dr = d(p1/p2)/dr <
0 in Proposition 1.

The above results demonstrate that the prices in both countries increase with trade
costs, but py increases more. This indicates that the degree of product-market competition
decreases in either country, while the small country loses relatively more varieties.

Now we turn to the welfare analysis. As the consumption of each variety is limited to

one, welfare in each country equals the mass of available varieties in the market:

0 )
Ulznlzl—wy []2:712:—2

. 2.13
b1 D2 ( )

"This is shown by %%ﬁ/%%{; > 1, %ﬁf < 0, and %fgg < 0.
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Therefore, the trend in available varieties has a direct effect on social welfare. Unlike

8

in the homogeneous firm case,® in our model, welfare is always higher in the larger country

in the no-arbitrage equilibrium.

Proposition 2. In the no-arbitrage equilibrium, (a) welfare in the larger country is always
higher; (b) an increase in T reduces welfare in both countries, and its effect is tougher in

the smaller country.

Proof. See Appendix D. O]
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Figure 2.2 Welfare in the no-arbitrage equilibrium

The welfare curves in the two countries are depicted in Figure 2.2, where the param-
eters are identical to those in (2.11). Both have a downward tendency, while the welfare
curve in the smaller country has a sharper slope. This confirms our theoretical results that
when trade costs increase, the selection of exporters becomes more severe in the larger
country, which further reduces imported varieties in the smaller country. Meanwhile, the
smaller country still allocates a relatively large proportion of labor to the export sector,
which further enlarges the welfare gap between the two countries. This result is consistent
with Proposition 1, which concludes that individuals in the larger country enjoy higher

wages and a lower relative price simultaneously when trade costs increase.

2.4.2 Arbitrage equilibrium

We now examine the case of a small 7, i.e., 7 < 7. First, we assume that the inequality
b
2]

8In Foellmi et al. (2018a), all firms can trade when arbitrage does not take place. Thus, the two

(2.14)

countries have the same mass of available varieties, and their welfare levels are equal.
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holds, where p; and ps are the equilibrium prices in country ¢ = 1, 2, respectively. Lemma
A4 in Appendix A proves that Equation (2.14) is actually true, under which arbitrage
occurs. To avoid arbitrage, firms that sell their goods in both countries can only set the
price pr = Tps in country 1, which is lower than p;. Conversely, firms that sell exclusively
in country 1 can charge a higher price, p;. For convenience, we keep the notation p; for
the local price of non-traded varieties in country 1 and p = p;/ps for the relative price.
Therefore, the profits of the non-traded and traded varieties in country 1 are, respectively,

as follows:

TIN = (pl — ¢w1)L1 and ™T = (Tpg — 1/)w1)L1 —+ (pg — T@le)LQ.

Firms with traded varieties must sacrifice a part of their domestic profits by choosing
to serve both markets. Therefore, the cost cut-off ¥)j; 4 of exporting firms in country 1 is

determined by Am;(¢¥ir,4) = 0, where the subscript A refers to arbitrage, and

Amy (@D) EWlN(w) - WlT(@D) = Lip1 — Lapy — Lipo7 + Law ).

Thus, we have
* )k (pl — Tp?)l
Vipa = V1 p—

where 1}, is the export cut-off in the no-arbitrage equilibrium from (2.4) (for i = 1),

<ir, (2.15)

and the inequality is from (2.14). As dAm;/dy > 0, only firms with marginal costs lower
than vj, are willing to export. This inequality suggests that the foreign market is less
attractive in the arbitrage equilibrium because some firms abstain from trade to avoid
losses in the domestic market, even if they have the ability to trade.

The free-entry condition in country 1 is

Yira (0
/ rirg(W)di + / ring(®)dw = fon,
0 P

*
1T A

that is,
[Lops — Li(p1 — 7p2)]* + 7Ly Lop?
2TL2

The situation in country 2 is considerably different. The profits of non-traded and

= 1 fewi. (2.16)

traded varieties in country 2 are, respectively, as follows:

Ton = (P2 — Ywa)Ly and  mop = (p2 — Ywa) Lo + (TP — Thws) L.

9Note that the determinant of cut-offs here is different from the continuous demand models. If there
is no risk of arbitrage, such as in Melitz et al. (2008) or the no-arbitrage equilibrium of Section 2.4.1, the
profit of exports is independent of the profit from domestic supply. Therefore, An (1)) just equals to the

export profit in these cases.
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However, owing to the large price gap between the two countries, some firms in country
2 make larger profits from country 1 than from the local market. This leads to the presence
of export-only firms in country 2, which only serve country 1 through trade. The profits

of such firms can be written as

o0 = (p1 — TYws) Ly,

where the subscript “O” indicates “export-only.” The cost cut-off of these export-only
firms is derived as follows:

* P * P2
Var T Uy W ( )

where 13 and 1%, are identical to (2.4) (for ¢ = 2) in the no-arbitrage equilibrium. This
inequality indicates that the foreign market is more attractive than the local market in
country 2 because of arbitrage. Consequently, some firms in country 2 reconsider whether
they can increase their profits by abstaining from the local market. Therefore, the cost

cut-off ¢ 4 for a firm to serve the domestic market is determined by Amy(1)5,) = 0, where

A7T2(¢) E7T2o(1/}) - 772T(¢) = (Pl - TPQ)L1 — paLo + Ywy L.

Thus, we have

(p1 — Tp2)

* * l *
¢2A = ¢2 - < 1/}2, (2-18)
Wa

where inequality is obtained from Equation (2.14). As dAmy(¢))/dy = wals > 0, only
varieties with marginal costs lower than 13, choose to serve both markets. The inequality
also shows that the extensive margin of local varieties in the small country shrinks further
because of arbitrage. Some firms are attracted to the larger market and give up the local
market even if they have the ability to supply domestically.

The free-entry condition in country 2 is

Y34 (Y
/ morg(Y)dy + / T09(V)dy = few,,
0 Y34
that is,
T[Laps — L1(p1 — 7p2))* + L1 Lop?
27'.[/2

— {fud. (2.19)

Proposition 3. In the arbitrage equilibrium, (a) the extensive margin of exports in the
larger country shrinks compared with the no-arbitrage equilibrium, excluding some firms
with export capability (i.e., Yipa < Yip). (b) In the smaller country, the selection of
domestic supply is more severe than that of exports (i.e., ¥y, > ¥3). (c) Some firms in

the smaller country prefer to become “export only” even if they can serve the domestic
market (i.e., V5, < 3).
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Figure 2.3 The cost cut-offs of two countries in the arbitrage equilibrium

Proof. Results (a), (b), and (c) are obtained from (2.15), (2.17), and (2.18), respectively.
O

Figure 2.3 illustrates the results of Proposition 3. In the larger country 1, firms
with marginal costs in [¢)f, 4, Y]] exclusively serve the domestic market, although firms in
(Y74, ¥ir] can export. In contrast, firms in the smaller country 2 with marginal costs in
(V3 4, W3] specialize in exports, although firms in [¢5 ,, 3] can serve the domestic market.
Moreover, we theoretically prove the existence of export-only behavior among the low-
productivity firms in the developing country, which has been empirically reported by Lu et
al. (2014) and Liaqat et al. (2020). Unlike Qiu and Yan (2017), who observe the existence
of export-only firms after extra assumptions such as asymmetric fixed export costs and
export tax rebate rate, our result is obtained directly with the endogenous variation of
the price gap between two countries.

The mass of available varieties in country 1 is
ny = N1 + NQ, (220)
while that in country 2 is'®

Yira (29
M2 :/0 M1(¢)N1d¢+/0 p2(1) Nodr)

_paelo —piLy + szLlN n T(p2La — p1Ly + 7p2Ly)
= 1
p1lo

No. 2.21
Tp1Lo 2 (221)

10Ag the cut-off of exports exceeds that of domestic supply in country 2 when arbitrage appears, the

density function of active firms in country 2 becomes o (v)) = 1/¥5 .
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The budget constraint in country 1 is
Tpang + p1(n1 — n2) = wib, (2.22)

while that in country 2 is
NopPo = w292. (223)

The balance of payments is written as

= Uir Yira
Tp?Ll/ N2(¢)de¢+P1L1/ M2(¢)N2d¢:P2L2/ w1 () Nyda,
0 (29 0
i.e.,
Ly —piL L Lo— L I
7_2p2L1N2(p2 9 — p1la + 7P 1) —|—p1L1N2 |:1 _ T(p2 o — p1L1 + 7o 1)
p1lo s
Lo —p1L L
— py N, 2 T PIE T TP (2.24)

TP1
Similar to the no-arbitrage equilibrium, Equations (2.16), (2.19), (2.20), (2.21), (2.22),
(2.23), and (2.24) lead to the following equations (the details are available from authors

upon request):

K(p) = K1(p)* — Ka(p) = 0 (2.25)
B (1 —pl+7I)

Kale) = Ir(p—7)* +p* —pr+ 7%
(I =Ip+ 7112 + Tip?

) = T e

which implicitly determine the equilibrium relative price. Furthermore, the equilibrium

relative wage rate is given by

w = K1 (p)(= vV Ka(p)). (2.26)

Appendix E provides the solution of p(7) at 7 = 1,7 and prove that it increases at
these two endpoints. Unfortunately, we have no closed form of p(7) for general 7 from
(2.25). Numerical simulations show that p(7) and w(7) increase with 7 € (1, 7), as plotted

in Figure 2.4, using the same parameters specified in (2.11).
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Figure 2.4 Relative price (p) and wage (w) in the arbitrage equilibrium

Moreover, we provide the following results.

Proposition 4. In the arbitrage equilibrium, (a) the wage rate in the larger country is
always higher (w > 1); (b) the gap between the relative price and trade costs increases
with trade liberalization (i.e., d(p/T)/dT < 0).

Proof. See Appendix E. m

In summary, we find that trade costs affect the wage rate in the same way as in
the no-arbitrage equilibrium, while the relative price shows the opposite trend. This
difference can be attributed to the presence of export-only firms, which results in more
labor resources for the larger country. When trade costs decrease, more varieties enter the
larger country because of the decreasing entrance threshold and the tightened arbitrage
condition.

Note that the price reversal observed in the no-arbitrage equilibrium does not occur
here. The relative price is always larger than 1, although it decreases with falling trade
costs. This is because the selection of exporting firms in the larger country is weakened
when trade costs fall, which offsets part of the gap in available varieties between the two
countries.

Now, we consider welfare in the arbitrage equilibrium. Using Equations (2.22) and
(2.23), the welfare levels in the two countries are as follows:
wlh, — 76, N 0, @

— and U2 = Ny =

. 2.27
P1 P2 D2 ( )

U1:TL1:
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Figure 2.5 Equilibrium welfare

The arbitrage equilibrium is not analytically tractable. Therefore, we provide a numer-
ical example. Figure 2.5a depicts the simulation results of (2.27), where the parameters
are identical to (2.11). It exhibits the following three facts: (a) welfare in the larger
country is always higher (U; > Us); (b) welfare in the larger country decreases with trade
cost; (c) welfare in the smaller country increases with trade cost. These results are first
obtained for the homogeneous case by Foellmi et al. (2018a), who conclude that only the
larger country benefits from trade liberalization when the trade costs are low. This is be-
cause trade liberalization tightens the arbitrage and expands both the intervals of “export
zero” in the larger country and “export only” in the smaller country simultaneously in our
model. Note that in the arbitrage equilibrium, export-only firms contribute only directly
to the decrease in domestic prices in the larger country, while the price of traded varieties
is hardly affected. This means that country 2 allocates numerous resources to country 1,
while the rewards from trade are small. For convenience, we show the whole picture of
welfare during trade liberalization in Figure 2.5b, which combines the two equilibria of
Figures 2.2 and 2.5a.

2.4.3 Average productivity, heterogeneity, and arbitrage

Surprisingly, the smaller country is harmed by trade liberalization in the arbitrage equi-
librium. This is first reported by Foellmi et al. (2018a), who assume homogeneous firms.
Now, we examine how heterogeneity brings new impacts on the gains from trade.
Noting that [0, )] is the support set of the random variable v, we first investigate the
role of 1. We rewrite the arbitrage equilibrium conditions as five equations (F.1)—(F.5)
for five variables (¢5, ¥ira, N1, N2, w) in Appendix F. It is straightforward to obtain

the following result.

27



Proposition 5. In the arbitrage equilibrium, a larger 1 lowers the welfare level in both
countries and mitigates the losses and benefits of welfare in either country when trade

opens.

Proof. See Appendix F. O]

du;

dr
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Figure 2.6 Impact of ¢ on gains from trade

Figure 2.6 shows a numerical example of Proposition 5 with parameters
fe = 027 Ll = 12, L2 :4, ‘91 = 11, 82 = 1,7' =1.

The result of Proposition 5 contrasts with the conclusion of Melitz and Redding (2015),
who find that heterogeneity increases both welfare and gains from trade. To disclose the
different mechanisms, we note that the average productivity also changes with 1. The
effects of heterogeneity and average productivity on welfare are in opposite directions in
our model, while they are in the same direction as in the study of Melitz and Redding
(2015)." The result of d(%/v)/dy < 0 in Proposition 5 integrates the interaction of
these two opposing forces in our model. To investigate the effect of heterogeneity, we use

two approaches to remove the effect of changing productivity.

2.4.3.1 Comparison with the homogeneous model
The first approach compares Foellmi et al’s (2018a) welfare properties with ours. The

marginal cost of production in the homogeneous model is adjusted to the mean value of

"Melitz and Redding (2015) adopt the Pareto distribution g(¢) = ket 0 " » € [Pmin, ),
where ¢ is the productivity and « > 1 is the shape parameter. A smaller x implies both a higher degree
of heterogeneity and a higher level of average productivity (k¢min/(k — 1)). Conversely, in our model,
1 is the marginal input, a larger ¢ implies a higher degree of heterogeneity but a lower level of average
productivity (2/4)).
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productivity in the heterogeneous model. Additionally, we equalize the entry cost f. in
the heterogeneous model to the fixed cost F' in the homogeneous model. Figures 2.7 and

2.8 show a numerical example, in which the parameters are specified as

fe:FIO.Z, L1:12, L2:4, ‘91:1.1, 82:1,7':1.

Ui in the heterogenous model

U, in the heterogenous model

RNy U4 in the homogeneous model

~.
_____

€|
€|

. . . . . .
1.5 20 25 3.0 3.5 4.0

du, |
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dr

____
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-
-

duq
— in the heterogenous model
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.
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Figure 2.8 Comparison of gains from trade

In Figure 2.7, we plot how welfare is related to 1. We observe that the welfare
curves in the heterogeneous model in both countries are always higher than those in the
homogeneous model. Figure 2.8 shows how ¢ impacts dU; /dr when 7 = 1, which measures
the gains or losses in the two countries when trade opens. The curve of the heterogeneous
model is more negative in country 1 and more positive in country 2. The results suggest
that productivity heterogeneity enlarges the gains and losses in either country when trade

opens.

2.4.3.2 Impact of heterogeneity under a mean-preserving spread

The comparison between homogeneous and heterogeneous models is based on a discrete
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comparative static approach. We now introduce the second approach, building two mean-
preserving spread models to examine the effect of productivity heterogeneity based on a

continuous comparative static.
Model 1. Uniform distribution with a mean-preserving spread

We modify the interval of the uniform distribution we used above to [1)/2—b;, 1 /2+b,],
where 0 < b; < 10/2. A larger b; value indicates a higher degree of heterogeneity. This
setting maintains the average productivity ¢//2 constant when we investigate the impact

of the heterogeneity level by increasing b;. Details of the amended model are provided in
Appendix F.1.

Model 2. Quadratic distribution with a mean-preserving spread

To exclude potential special characteristics caused by the uniform distribution, we
apply another quadratic distribution g(¢) = by [(¢ — 1/2)? — 2 /12] + 1/, ¢ € (0,¢]
to recheck the results. In this distribution, a larger b, represents a higher degree of
heterogeneity, whereas both the average productivity and distribution interval remain
unchanged. Details are provided in Appendix F.2.

However, these models are not analytically tractable. Therefore, we use some numer-
ical examples to illustrate the continuous comparative statics of firm heterogeneity. The

parameters in the numerical example are specified as follows.

wzl, f€:O.2, L1:12, L2:4, 61:1.1, 92:1,’7':1.

The simulation results are summarized in Figures 2.9 and 2.10 (Mathematica code to

draw the figures is available from the authors upon request.)
Ui =t Ui =1
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(a) Model 1 (b) Model 2

Figure 2.9 Welfare in mean-preserving spread models
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Figure 2.9 shows that in both cases, welfare increases with the degree of heterogeneity.
Intuitively, more resources are allocated to high-productivity firms so that fewer resources
are wasted and more varieties are available in the market. This can also be observed in
the increasing domestic varieties in both countries. They are consistent with the study
by Melitz and Redding (2015) for continuous demand.

Figure 2.10 illustrates the level of gains from trade with different heterogeneities. It
is obvious that in both cases, either the gains from trade in the large country or the
losses from trade in the small country are enlarged by a higher degree of heterogeneity.
Consequently, more resources are absorbed from the small country into the large country.
This result can be attributed to the new group of export-only firms in our model. More
specifically, the mass of export-only firms in the small country increases with the degree of
heterogeneity, which wastes cheap labor in the small country and contributes to providing

more varieties in the large country.

du; du;
— =1 =
dr dr
2f g 2F
L 7
// dU,
£ aw, = ot
[ dr e
Py, ‘ ‘ ‘ by
b 0.25 0.30 0.35 0.40 0.45 0.50 0.5 1.0 1.5 2.0
[ du,
-1+ -1F
r dr du,4
[ dr
2f 2l
(a) Model 1 (b) Model 2

Figure 2.10 Gains from trade in mean-preserving spread models

The results of Models 1 and 2 are qualitatively similar. Model 1 can also be connected
to the results based on the first approach. In fact, the two countries’ welfare and gains
from trade gradually converge to the value of the homogeneous case when b; decreases
to 0. Additionally, when b, = 0, Model 2 is simplified to a uniform distribution. The
results of Sections 2.4.3.1 and 2.4.3.2 are consistent. All of them suggest that increasing
heterogeneity increases welfare in both countries and enlarges gains and losses when trade
opens up. The trends observed in Figure 2.6 show that the effect of decreasing average

productivity dominates that of increasing heterogeneity in our model.
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2.5 Two HMEs

Based on CES preferences, Krumgan (1980) demonstrates various HMEs, describing the
advantages of a large market when increasing returns, monopolistic competition, and
trade costs are involved. Specifically, in an economy of two countries, it is shown that
the wage rate in a larger market is higher, which is called the HME in terms of wages.
It is also shown that the larger country accommodates a more-than-proportionate share
of firms, which is called the HME in terms of firm share. When consumers have binary

preferences, we have the following results.

Proposition 6. The HMFE in terms of wages appears in both types of equilibria. The

HME in terms of firm share will reverse when the price reversal occurs.
Proof. See Appendix G. ]

Figure 2.11 plots the curves of p, w, and the ratio of active firm N; /N, for 7 € [1,2],
in which two types of equilibria are combined. The blue line in the right panel is the ratio
of effective labor (01L;1)/(02Ls).
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Figure 2.11 Combination of two equilibria

The result on the HME in terms of firm share is related to the decreasing relative
price. As in the proof given in Appendix G, w = p holds at the critical point of the
firm share reversal. Namely, the firm share reversal starts when two curves of w and p
cross in the left panel of Figure 2.11. Specifically, when the trade cost increases, more
resources will be reallocated from the exporting to the local production, which induces
the increase in active firms in both countries. However, the rising wage rate in the large
country becomes a burden in the supply side. On one hand, a higher wage rate leads to a
higher production cost in the large country; on the other hand, the increasing wage rate
brings a higher consumption power of individuals in the large country, which allows many

firms in the small country to remain exporting. This further aggravates the surviving
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pressure of the firms in the large country. As a result, the increasing speed of active firms
is much slower in the large country, and finally leads to a reverse of the firm share. This
means that a large market may not have an advantage in firm location as predicted by
authors basing their research on CES frameworks.

Under CES preferences, Takahashi et al. (2013) find that the HMEs in terms of wages
and in terms of firm share are equivalent. Later, Chen and Zeng (2018) report that
the equivalence is not true when the preferences are described by general additive utility
functions. Both papers assume mobile capital as one more production factor. The above
Proposition 6 reconfirms the invalid equivalence even if there is only one production factor

when the CES is replaced by binary preferences.

2.6 Selection effect

Based on the framework of 0-1 preferences, the above results come from varying extensive
margins. Adding to the previous work of Foellmi et al. (2018a) with homogeneous firms,
we obtain some new results after implanting heterogeneity. This is because the selection
effect generates gaps in the extensive margins between traded and non-traded varieties
in countries 1 and 2, which vary with trade costs. In this section, we explore how the

intensity of the selection effect changes with trade costs in the two types of equilibria.

2.6.1 Selection effect in the no-arbitrage equilibrium

In the no-arbitrage equilibrium, the labor market clearing condition

(s v
Lifs — / $LiNiguad) + / " UL Ntadts + Niof,
0 0

gives the mass of entry firms in country i:
_ ﬁ* N, = Li‘%’)
¢z’ 2f e

Consequently, the mass of entry firms in both countries is independent of trade costs,

N;

i=1,2. (2.28)

and that of active firms is only related to the cut-off of production, which is similar to
the results of Melitz (2003). However, owing to the 0-1 utility setting, we do not need to
consider the change in the intensive margin; therefore, the model is more tractable. We

now check the relationship between the cut-off of domestic supply and trade costs:

vi w; U’ ¢ T

where the second equality is obtained from Equation (2.13). According to Proposition 2,
we know that dyf/dr > 0,i=1,2.
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Next, we check the relationship between the cut-off of exporters and trade costs using

(2.5):
w* _ & _ 21/_)f6 w* _ P1 _ Q&fe
T T(rp2Ly + Ly) " Twy T(% + L)

Using the inequality d(7p?)/dr > 0 in Appendix D, we can easily verify that di{/dr <
0 and di%;/dr < 0. These results are similar to those of Melitz (2003), who found that

increasing trade costs weaken the selection of domestic supply but strengthens that of

exports in both countries.

Regarding the relative selection effect, we have

“u_z 220
2
T 1 1

=—=—<1, (230)

where the inequality holds as # > 1 and w > 1 from Proposition 2. Thus, the selection of
export firms is stricter in country 1 in the no-arbitrage equilibrium, whereas the intensity
of the selection of domestic supply is correlated with the ratio of relative price and wages.

2.6.2 Selection effect in the arbitrage equilibrium

In the arbitrage equilibrium, the labor market clearing conditions

Py YiTa

L6y — / By Nyjandip + / LN s + Niof.,
0 0

¢*

V34 5T
Lyfy = / VLo Nopodyp + / TY L1 Nopiad) + Noc fe
0 0
give the mass of firm entrants in country i:
) L6 b L6
Nlezi*leia NQe: %NQZ 22-
(8 2fe Vs 2fe

Note that the cost cut-off of trade now exceeds that of domestic supply in country 2; thus,
the mass of active firms is determined by 3. By comparing this with Equation (2.28),
we know that the masses of firm entrants are identical in the two types of equilibria. The

cut-offs of domestic supply are as follows:

* P * P2 — (Pl - sz)l
¢ ) 77ZJ2A = .
w1 Wo

The simulations in Figure 2.12 show that when 7 increases, the domestic cut-off de-
creases in country 1 and increases in country 2. The trend in country 1 is different from

that in the no-arbitrage equilibrium.
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Figure 2.12 Cut-offs of domestic supply in an arbitrage equilibrium

The cut-off of exporters in the two countries is
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Figure 2.13 Cut-offs of exporters in an arbitrage equilibrium

The simulations in Figure 2.13 show that when 7 increases, the export cut-off increases
in country 1 (dii;,/dr > 0) and decreases in country 2 (dyy,/dr < 0). Again, the trend
in country 1 is different from that in the no-arbitrage equilibrium. Combining the results
of country 1 in Figures 2.12 and 2.13, we find that more firms export and exit from
the market simultaneously when trade costs increase. This is in sharp contrast to the
results of typical models under CES and quasi-linear preferences (Melitz 2003; Melitz and
Ottaviano 2008). As discussed in Proposition 4, increasing trade costs also increases the
cost of arbitrage, which shrinks the gap between the relative price and the trade costs. As

domestic profits gradually decrease, more domestic firms with productivity in [} 4, ¥i7]
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choose to export. Simultaneously, less productive firms are squeezed out of the market
because of the more competitive labor market.

Figures 2.12 and 2.13 also explain the welfare variation in the arbitrage equilibrium
from the perspective of the selection effect. The increasing cut-off levels of exporting
firms in country 1 and domestic firms in country 2 suggest that there are more available
varieties in country 2. Arbitrage is not beneficial to the less developed country, as it
allocates too many resources to serve the large country. Specifically, the welfare gap
comes from the different choices of firms with productivity in [¢];4, ¥ir] and [¢5,, V3],
which we investigated in Section 2.4.3. With rising trade costs, the productivity intervals
of these firms shrink as the large market becomes less attractive; thus, more firms are
selected to serve country 2.

Subsequently, the relative values of the cut-offs are written as

vy p
V34 a w[l — (p—7)l]
Yira _ 1—(p—T1)l

= <1, 2.32
. e (2.32)

> 1, (2.31)

where the inequalities are from p > 7 > w > 1 provided by Lemma A.4 and Equation
(2.26).' While both (2.30) and (2.32) show the same trend regarding the selection of
exports when 7 changes, the inequality in (2.31) is similar to the trend in (2.29) for a
small 7.

The discussions in Section 2.6.1 and 2.6.2 are summarized as follows.

Proposition 7. (a) The selection effect of exports is always stronger in country 1. (b)
The selection effect of production is stronger in country 1 when T > (l@§ — 9%)/([ - 1)
and stronger in country 2 when 1 < 1 < (105 —073)/(1 — 1).

Proof. Result (a) is obtained from (2.30) and (2.32). Meanwhile, (b) is derived from
(2.29) and (2.31). As the relationships are clear in (2.30), (2.31), and (2.32), we only
need to verify whether ¢f/¢5 > 1 in (2.29) holds with different trade cost values. Note

93 —-0"3

that w = p holds when 7 = in the no-arbitrage equilibrium, according to (2.9)

-1
2 _
and (2.10). Moreover, ¥2=4= > 0> > 7 holds due to 6 > 1,/ > 1, and Lemma A.2.

Additionally, we have dp/dr < 0 and dw/dr > 0 from Proposition 1. Therefore,

wino

2 2
% E ~
>T>T
£>1©ﬂ>1© =, -, =
=< x < 103-0"3
w (o T > T

which results in (b).

(2 —1)(1—lp+71)?

2From the second equality of (2.26), we have w < w? =7 — Al pr < T
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These results are consistent with our results for the autarky case. The cut-off of
production under autarky is 1* = (2f.1/L)'/? from Equation (2.1). Thus, a larger country
has a stronger selection effect when trade costs are sufficiently high. The results are
different from those in the existing literature as we can now capture the impacts of factor-
market and product-market competition simultaneously. For example, our propositions
show that the results of Felbermayr and Jung (2018), based on the CES framework,
are not robust. Using a typical Melitz (2003) model, they find that a larger country
always features a lower selection effect. However, noting that the mass of entrants in
either country is independent of the trade costs, the ratio of the domestic supply cost
cut-offs equals the ratio of firm share, i.e., ¥7/¢5 = (Ny/L1601)/(No/Ls6s). Thus, the
larger country may not accommodate a more than proportionate share of firms (the home
market effect in terms of firm share). This result confirms that of Chen and Zeng (2018),
who show that this home market effect obtained under the CES framework is not always
true if the utility function is non-CES. In fact, many typical results derived from CES

frameworks must be revisited using more general frameworks.

2.7 Extension

In the benchmark model, we assume that the developed country 1 has both population and
technological advantages. This section examines the case in which these two advantages
are geographically separated. More specifically, the developed country 1 is the smaller
country: [ = Ly/Ls < 1 and 6 = 60,/60, > 1. To investigate which advantage plays a major
role, we mainly investigate the edge case of L16; = Lyfy. Two countries are assumed to
have the same amount of effective labor. Numerical results are provided later for more

general cases.

2.7.1 10 =1 (No-arbitrage)

To spare space, we relegate the detailed calculations to Appendix H. As the trade structure
does not change when arbitrage does not appear, the wage rate and relative price are
still given by Equations (2.9) and (B.1) when [ < 1 in the no-arbitrage equilibrium.
Subsequently, we directly use 6§ = 1/[ to simplify the wage equation (2.9):

Few)=1wP+w? —w—7=(w—1)[r(w” +w+1) +w] =0. (2.33)
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It is straightforward to determine that w = 1 is a unique solution. Therefore, we can

solve all the endogenous variables of the no-arbitrage equilibrium:

_ P B A
p—\/gaw—lapl—@zﬁ—ﬂ/’gT—{Ll(l_i_T)} )
2rdf, |7 2 0,
= = U R A U, = == U, = - 2= (2.34)
p2 ’lpZ Tz/}]_T |:L2(1 + 7_):| 9 1 n pl ) 2 N2 p2

[ B R ST -
2fep(1+7) 2fep(1+7)

We revisit our previous propositions of the no-arbitrage equilibrium in this subsection
and discuss it in more detail later with the arbitrage equilibrium. Based on the results of
(2.34), we can verify that (a) the wage rate and relative market price are constant and
independent of the trade costs, and (b) price reversal does not occur. As 6; is larger in
country 1, income per capita and market price are both higher in country 1. Further, (c)

the welfare level is higher in the country with the technological advantage.

2.7.2 [0 =1 (Arbitrage)

Subsequently, we turn to the arbitrage equilibrium when the trade costs are sufficiently
small. As shown in Appendix H.1, the equilibrium relative price p > 1 as long as [ <
1. Accordingly, arbitrage still occurs in country 1; therefore, the trade structure is not
affected by population size. As wages and relative prices are constant in the no-arbitrage
equilibrium, the threshold trade cost value between the two equilibria can also be explicitly
solved.!?

We use 6 = 1/1 to simplify the functions (2.25) and (2.26) of the arbitrage equilibrium.

The relative price is implicitly given by

Ke(p) = Kig(p)* — Kar(p) = 0 (2.35)
_ 1 —pl+ Tl

felp) = lr(p— 1) +p* —pr+ 77

(1 —Ip+ 71)? + Tip?

7(1—Ip+71)2 + Ip?’

Kae(p)
and the equilibrium relative wage rate is given by

w = Kie(p)(= VK2r(p)). (2.36)

Based on the implicit function, we can obtain the following conclusions when arbitrage

appears: First, the market price and wage rate are higher in the country with higher

1375 = v/6 according to (H.2).
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productivity (;), and both the relative price and wage rate are nonmonotonic with trade

costs. Second, the welfare level of country 1 is higher.

2.7.3 Welfare and selection effect

We further examine the impact of ) on welfare and gains from trade. The left panel of
Figure 2.14 shows that a larger ¢ harms welfare in either country, which is similar to the
message in Figure 2.7 for the case of [ > 1. Meanwhile, a larger 1) diminishes the gains
from trade in country 1 and the losses from trade in country 2 according to the right

panel, which is similar to Figure 2.8.

Ui = du;
— |t

dr

dr

S

au,

Figure 2.14 Extension: the impact of 1) on welfare and gains from trade

Finally, we check the variation of cut-off values to investigate the selection effect.
As the no-arbitrage equilibrium is analytically solved in (2.34), we only show numerical

examples of arbitrage equilibrium as follows.
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Figure 2.15 Extension: cut-offs in the arbitrage equilibrium

Comparing the left panel of Figure 2.15 with Figure 2.12, we find that the monotonic

properties are identical. A rise in trade costs lowers ] but increases 95,. Meanwhile,
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comparing the right panel of Figure 2.15 with Figure 2.13, we find that 13, has a similar
behavior, but 1], behaves differently.

In summary, we conclude our discussion of the extension part as follows.

Proposition 8. In the edge case of 10 = 1 with 0, > 65, (a) arbitrage is possible only
in country 1, and the market price is always higher in country 1; (b) wages are equalized
between the two countries in the no-arbitrage equilibrium but higher in country 1 in the
arbitrage equilibrium; (c) the welfare level is always higher in country 1; (d) an increase in
Y mitigates the impact of trade liberalization on welfare; (e) the selection effect of exports
is always stronger in country 1, whereas that of domestic supply is always stronger in

country 2.
Proof. See Appendix H. O]

The results are considerably similar to our previous model when [ > 1, indicating that
technological advantage is more important in determining the trade structure. When the
advantages are separated in the two countries, the market price is always higher in the
country with the technological advantage, and price reversal does not occur. This is be-
cause technological advantage provides a higher income per capita, whereas population
advantage represents a tougher pro-competitive effect. Both lead to lower market prices
in country 2. However, the lower price in country 2 is insufficient to invert the higher
welfare in country 1. In the arbitrage equilibrium, the risk of arbitrage reduces the profits
of trade and leads to higher exclusive profits in country 1. Therefore, many resources
are absorbed into the developed country, which induces a welfare loss in the developing
country. In this sense, the population advantage seems less important when facing arbi-
trage. Our conclusions suggest that in the trade conducted by two countries with similar
total effective labor, the country with higher productivity possesses a leading position.
Additionally, the risk of arbitrage is more likely to be a threat to developing countries

than developed countries.

2.7.4 General cases

We now use numerical examples to show how the relative price, wage rate, and welfare of
the two countries change when the two advantages are not necessarily equalized between
the two countries (6] # 1). The parameter values in the examples are given in Appendix
H.3. By renaming the countries, we maintain the assumption that 6 > 1 without loss of

generality.
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Figure 2.16 General cases: relative market prices.

Figure 2.16 shows that p > 1 always holds when [ < 1, # > 1. However, the impact
of trade costs 7 on p depends on the ratio of total effective labor (6). The three panels

show that the trends of relative price p change with the relative endowment of effective

labor.
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Figure 2.17 General cases: wage rate.

Wages also show a close relationship with the allocation of advantages, as shown in
Figure 2.17. The three panels show that the wage gap displays a bell shape with respect

to trade costs. However, it may decrease monotonically when 16 < 1.
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Figure 2.18 General cases: welfare
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The welfare results are plotted in Figure 2.18. The three panels show similar trends,
suggesting that both advantages are beneficial to national welfare and that the impact of
trade liberalization is mainly determined by technological advantage. Specifically, only
the country with a technology advantage benefits from trade after arbitrage occurs, which
is independent of the population distribution.

Numerical examples indicate that the advantages of total labor endowment from two
dimensions (L; and ;) may have different levels of influence. The edge case of 0l = 1

helps understand their balance.
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Chapter 3

Carbon tax vs. emission trading in a monopolistically

competitive market with heterogeneous firms

3.1 Introduction

Emission reduction has been one of the most concerning issues in global climate change
since the mid-20th century. Among the various regulation approaches, the carbon tax
(CT) and emission trading scheme (ETS) are two of the most commonly adopted pol-
icy instruments around the world. This research builds a two-sector general-equilibrium
model with monopolistic competition and heterogeneous firms to compare the efficiency
of these two policies.

In contrast to the long history of the CT, the world’s first emission cap-and-trade
system,* named SO, allowance-trading system, was established in the US in 1994-2010
(Stavins 2019). Meanwhile, the first multilateral trading scheme for multi-greenhouse gas
emissions, named the EU ETS, was formally launched in Europe in 2005.%°

There has been a lot of controversy over the efficiency comparison between a CT and
an ETS in the literature from various perspectives.'® One of the important arguments
attributes the reasons for non-equivalence to the uncertainty and asymmetric information,
which can be traced back to Weitzman (1974). He theoretically explains the difference
in efficiency between the CT and ETS if the market has uncertainty and asymmetric
information. His model has a single firm, and the equilibrium is considered to be in the
short run. Later Spulber (1985) further compares the two policies in the long run with
entry/exit of firms and shows that the effluent tax and tradeable permit are equivalent
under perfect foresight and certainty. Spulber’s result is amended by Shinkuma and
Sugeta (2016) by incorporating asymmetric information and uncertainty. They find that
in the long-run, with an entry cost, the ETS induces insufficient market entry, whereas the
CT can induce either excessive or insufficient market entry. Additionally, they show that

when the entry cost is sufficiently low, the ETS is always superior to the CT; otherwise,

14The “ETS” and the “cap-and-trade system” are interchangeable in our study to indicate the trade

of emission allowances.
15See the website of the European Commission (https://reurl.cc/eWvLVx).
16Many studies investigate the differences in specific design and operating elements between two policies,

such as the government’s acting strategy (Ishikawa and Kiyono 2006; Wirl 2012; Kiyono and Ishikawa
2013; Eichner and Pethig 2015), transaction cost (Stavins 1995; Baudry et al. 2021), and footloose capital
(Lai 2022).
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either policy can be more efficient.

The analysis of Shinkuma and Sugeta (2016) is based on a perfectly competitive
market with a homogeneous good. However, in the real world, most dirty goods are
heterogeneous and imperfectly substitutable. In addition, emission-intensive industries
are generally characterized by increasing return to scale and a large mass of firms (Zeng
and Zhao 2009; Batrakova and Davies 2012; Kreickemeier and Richter 2014; Forslid et
al. 2018). Thus, we build a two-sector general-equilibrium model with monopolistic
competition to compare the policies. Fortunately, the Melitz type heterogeneity (Melitz
2003) is similar to the uncertainty and asymmetric information addressed in Shinkuma

and Sugeta (2016). Exploring the selection effect!”

allows us to examine how each policy
affects the market allocation and analyze the sources of policy inefficiency. We verify that
the CT /price control can achieve an optimal mass of active firms but an insufficient mass
of entrants, while the ETS/quantity control performs just the opposite. Meanwhile, the
distinction of market outcome under each policy induces different labor allocations across
sectors. Specifically, our study leads to the following two results.

First, the degree of productivity heterogeneity is a crucial determinant of the superior-
ity between the two policies. Given the total emission cap, an economy with high hetero-
geneity does better to adopt the ETS, whereas the CT is superior in a low-heterogeneity
economy. Under the CT, the government can adjust the mass of active firms, but not the
mass of entrants, by controlling the lump-sum tax (subsidy). Conversely, under the ETS,
the government can adjust the mass of entrants rather than the mass of active firms, by
controlling the initial permit allocation. These mechanisms lead to different market out-
comes, embodied by fewer/more active firms, fewer/more entrants, and a stronger /weaker
selection effect. They also induce different resource allocations across sectors, resulting in
different market efficiencies.

Second, we find that both the CT and ETS fail to reach the social optimum. After
comparing the market allocation of either policy with the optimum, the source of market
distortions is disclosed. Our analysis shows that under the CT, the market has a proper
mass of active firms but too few entrants, which results in low average productivity. In
contrast, the market under the ETS has a proper mass of entrants but too few active firms,
which leads to insufficient varieties and a resource loss in the entry costs. Moreover, we
verify that under either policy, excessive labor resources are allocated to the non-polluting

sector, which also induces excessive emission in the polluting production. Our results

17"The selection effect means that entrants with lower productivity are driven out of the market (Melitz
2003; Melitz and Ottaviano 2008). In this chapter, a tougher selection effect indicates a higher average
productivity of active firms as more low-productivity entrants are eliminated, allowing the mass of entrants

and active firms to be endogenously determined.
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are closely related to the literature studying the market distortions in an imperfectly
competitive market with one production factor (Nocco et al. 2014; Dhingra and Morrow
2019; Behrens et al. 2020). In contrast, taking emission regulation as a resource, our

model shows that the resource-allocation share has an impact on equilibrium output.

3.2 Literature review

Many papers provide nice reviews regarding the similarity and distinctions between the
two policies (Stavins 2019; Aldy and Stavins 2012). Apart from the uncertainty and
asymmetric information we mentioned, many other factors are incorporated in literature
from different fields to compare the emission tax and cap-and-trade system. The similar
functions of the two policies can be mainly concluded from three aspects: 1). Incentive for
emission reductions (Metcalf 2007; Stavins 2007); 2.) Incentive for carbon-saving inno-
vation (Milliman and Prince 1989; Fischer, Parry, and Pizer 2003); 3.) Competitiveness
effect in the energy-intensive manufacturing sector (Aldy and Stavins 2012; Goulder and
Schein 2013).

Meanwhile, many studies claim the difference between the two policies while consid-
ering the specific design elements. Stavins (1995) and Konishi and Tarui (2015) find
that the distribution of initial permits might affect the efficiency of ETS, while Baudry,
Faure, and Quemin (2021) show that transaction costs of permits also matter. Coria
and Kyriakopoulou (2018) investigate the different impacts of emission taxes, uniform
emission standards, and performance standards on the size distribution of firms. As the
processes of the two policies run differently in reality, the complexity and administration
are quite different (Goulder & Schein 2013). Moreover, this will lead to a different level
of corruption and market manipulation (Metcalf 2019).

Our research also contributes to the stream of literature that studies the market dis-
tortions in an imperfectly competitive market. Assuming one production factor, Nocco,
Ottaviano & Salto (2014), Dhingra & Morrow (2019), and Behrens, Mion, Murata &
Suedekum (2020) report three margins of potential inefficiency: proper selection of active
firms, proper output of each firm, and mis-allocation of labor resources between sectors.
To the best of our knowledge, there is no existing related literature to consider this issue
with multi factors. Taking emission regulation as a kind of resource, we have two pro-
duction factors in our model. Our study suggests that there might exist more sources of

market distortion in multi-factor production.
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3.3 Model
3.3.1 Demand

There are two types of goods in the economy: a continuum of differentiated goods in
a polluting manufacturing sector M and a homogeneous good in a clean sector A. All
individuals have the same preferences, characterized by the following quasi-linear utility
function (Pfliiger 2004):'®

o

o—1

U=almhCcM+c4 M= [/ x(i)adz} B , a€(0,1), o >1, (3.1)
0

where CM is the manufacturing aggregate, C4 is the consumption of the composite good
in sector A, n is the mass of available varieties, x(i) is the consumption of variety i, and o
is the substitute elasticity between two varieties. The budget constraint of each individual

is written as n
/ p(i)z(i)dj + paC* =y,
0

where y is individual income, including wages w and the transfer payment from the
government. The transfer payment differs under different policies, which we will introduce
in detail later.

The utility maximization yields the demand functions

—0

2(i) = p(i)

= a0 CM=— C'=y—aq, (3.2)

ol e

where .

{ /0 ' p(z)l—f’dz} o (3.3)

P

is the price index.

3.3.2 Production

The labor endowment of the economy is L. The composite good C4 is produced with
a constant return to scale technology in a competitive market and does not generate
emissions. Choosing C# as the numeraire, we have py = w = 1. Varieties in M are
produced under increasing returns to scale in a monopolistic competition market, and
each firm produces one variety. Specifically, after sinking f, units of labor as an entry
cost, each firm randomly draws its marginal input level ¢ € (0, @] from a Pareto distri-

bution G(p) = (¢/@)* with density function g(¢) = (kp*~1)/@*. The positive constant

18We neglect the negative externality of emission in the utility, since we compare the policies to reach
the same emission target. In particular, Section 3.4.3 shows that the neglected part leads to the same

optimal emission target.
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k determines the shape of the marginal input distribution, where a smaller k& indicates
a higher heterogeneity. To start production, each firm needs a fixed input of F' units of
labor. Emission is generated when manufacturing goods are produced. Since firms can
input labor for emission abatement, we follow Copeland and Taylor (1994) and write the

production function as
eﬂ ll_’B
ili

q<€i7li7§0i) = 65(1 — 5)17ﬂ(’0i7

which yields the emission-related cost function
ci(qi, pi) = (pe)ﬁ%%

where p° is the cost of per-unit emission and S denotes the input share of emission.
The government has two available policies, a CT and an ETS, under which p¢ takes
different forms. It equals to the tax rate t under the CT, determined by the government;
whereas equals to the emission price s under the ETS, determined by the emission market.
Additionally, the emission of firms with marginal cost ¢; is e(p;) = B(p°)?Lpiq;.

The profit function of a firm with marginal input level ¢; can be written as

tPoiq+ f+F, CT

i) = i i—T y Pi)s T y Wi) =
(i) = plwi)a(ei) — T (g, i) (g; 1) {Sﬁwiq_éSJrF’ ETS

where 7 is the total cost consisting of production cost and transfer payment from the
government, t(= p¢) is the carbon tax charged for each unit of emission and f is the
lump-sum carbon tax. When the government adopts the ETS, no extra tax is charged.
€ is the initial emission quota of allowances allocated to each entrant, and s(= p°) is
the emission price for unit emission allowance in the ETS. Moreover, we assume that the
total emission target of the government is £. We impose the following assumptions for

the validity of our model.

Assumption 1. Parameters are assumed to satisfy the following inequalities:

k+1—0>0, (3.4)
F(o—1)2

fe<m, (3.5)
l1+k—-0o 1

max{k(a—l)Q’k(a—l)}<6<l' (3.6)

Inequality (3.4) ensures that there exist sufficient high-productivity firms. Otherwise,
no firms produce in the market. Inequality (3.5) excludes the case that entry cost is
over-high, in which no potential entrants are willing to enter the market. Inequalities

in (3.6) limit the intensity of emissions. If the intensity of emissions is too low in the
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production, the low demand of emission allowances will lead to a lower carbon price and
initial transfer payment es. Therefore, the government can not attract sufficient entrants
into the market, leading to the failure of the ETS policy. We impose this assumption as

we want to compare the efficiency of two policies when both fully work.

3.4 Equilibrium under two policies
3.4.1 The CT policy

Following Shinkuma and Sugeta (2016), the government imposes two kinds of carbon
taxes. One is a per unit emission tax ¢, and the other is a lump-sum tax (subsidy) f,
which can be either positive or negative. We use a subscript “¢” to denote the CT case.

Therefore, the total tax revenue of the economy is written as
T =tE+ fN, (3.7)

where /V; is the mass of active firms under a CT. The total tax revenue will be evenly
redistributed to individuals.

Together with (3.2), the profit maximization yields

o
oc—1

pt(%)‘”'

tIB I3 [ :OéL
©is 4 (i) pie

pe(i) =

Defined by (3.3), the price index P, under the CT policy can be rewritten as

o = oth kN, s
P = i 170’N i d i = t *
} UO pe(pi) tut(sO)so] 0_1(k_0+1) ©rs

where k — o + 1 is assumed to be positive according to (3.4), u:(p;) is the distribution of
active firms when the government imposes tax
gy = 28D _ kel 7
Glep) @t

and ¢j is the marginal cost cutoff of active firms under the CT policy.

The zero cutoff profit condition is

k—o+1
Nl P f—
M) = aL f=0
which yields
aL(l1+k—o0)
Ny = : 3.8
! ok(f + F) (38)
The free entry condition indicates that
®r Nk ol
Pt o
e = i idi:<T> — —F—f).
o= [ mteatende = (£) (S = F -1
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Combining this with (3.8), we obtain

f=e|Feme .

Additionally, the mass of entrants can be derived as

Ny  aL(oc—1)
Glg;)  kafe

Note that the emission amount of the firm with marginal cost ¢; under the CT is e;(¢;) =

Mt:

Bt~ 1piq,(0;). Therefore, the aggregate emission is written as

oc—1

of
E:/ ei(@i) Nepy(pi)dp; = aSL pnt (3.9)
0

The government sets tax rate ¢ to achieve the emission target £. Equation (3.9) gives

t= % (3.10)

Interestingly, the two types of taxes play different roles in the policy. The marginal
tax t is used to control the total emission, which does not affect the market outcome,
whereas the lump-sum tax f affects the level of selection. Moreover, the CT policy can
only adjust the mass of active firms through the selection effect, whereas the mass of
entrants is independent of the tax.

The government chooses the optimal f to maximize the utility of a representative

resident:

T
Wi(f) =aln = +1—a+ =,

P, L
1 1 af(k+1—0) af(c—1)
=af — In(F
o+ o) mE N+ ko (F + /) -
+1l—a+t+alna—aln 144
c—1
1-— L Lic—1
_glnfe(k’“‘ U)+ - ln&——aﬂlnM,
k oc—1 oc—1 o

where the second equality comes from (3.7), (3.8), and (3.10). The FOC is

, a(F+of)(1+k—o) . F
Wi(f) ok(o —1)(F + )2 giving f .
Moreover, we have
v a(k+1—0)0?
t(f)__ F2k(0'—1)3 <O
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Therefore, the CT equilibrium is described as'®

rofe(k+1—0)7% al(k+1—-o0)
* * — N * — .
The equilibrium welfare under the optimal CT is
a F(o —1)? a alL alk+1-o0)
Wi(f*) ==+1 1 —

W) knafe(k+1—0)+a—1nF(0—1) ko(o —1)
N af(oc—1) —i—l—oz—i—alna((jj 1) —aﬂlnaﬁL(af_ 1).

o op oF

The results show that the government needs to provide a subsidy to firms to encour-
age them to produce. Intuitively, taxation limits the emission level and increases firms’
production costs simultaneously, resulting in insufficient producers. To fix part of the
bias, the government has to transfer some taxation into lump-sum subsidy and encourage
more entrants to produce. This approach is common in the real world. For example,

Bourgeois et al. (2021) find that subsidy recycling has some advantages.

3.4.2 The ETS policy

Applying the ETS policy, the government can control the mass of entrants by adjusting
the initial emission allowances €.2° We use a subscript “e” in the notations to indicate
the case under an ETS. Since the productivity is private information, the government can
only observe the distribution, not the specific productivity level of each firm. Therefore,

the initial allowance is evenly allocated to all entrants.?’ The mass of entrants is

Using emission price s in the ETS, the profit maximization yields

g

Pe(0i)”
pl-o

g

36902‘, Ge(i) = L
oc—1

pe(@i) =

19 Assumptions (3.4) and (3.5) ensure that ¢} < @ and 7' > 0 when f = f*.
20Some papers (Shinkuma and Sugeta 2016; Lai 2022) assume that the government will allocate a

fraction of initial allowances to firms freely (the initial emission rights owe to the producers) and the
rest are auctioned (the initial emission rights owe to the consumers). However, in this research, the
equilibrium market outcome and social welfare remain unchanged regardless of the initial allowances
allocation among the entrants or auctioned. This indicates our model conforms to the Coase Theorem

as there is no transaction costs of carbon trading or auction. We show the proof in Appendix I.
21Tn the case of ETS, the entry cost f. can be explained as a kind of entry license. The government

can control the amount of licenses to determine the mass of entrants. Moreover, the firms can only start
production after receiving the allowances, so the government can not utilize the initial permits allocation

to directly control the mass of active firms due to the information asymmetry.
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The price index defined in (3.3) under an ETS can be rewritten as

os? kN, = .
Pe: Pes
c—1\k—-—0o+1

where k — o + 1 is positive according to (3.4), N, is the mass of active firms, and ¢? is
the marginal cost cutoff of active firms in the ETS.

The zero cutoff profit condition becomes

k—o+1
= N—es=al—— — F
0=ml(pe) —es =al—7 :
which yields
k—o+1
N, =al————. A1
“ okF (3.11)

Note that the sales of emission allowances are not included in the operating profit, which
does not affect firm’s decision on production.
The distribution of active firms when government adopts the ETS is written as

N glepi) k@ffl
fe(pi) Glo) = ot

Moreover, we have
E [f F
Ne = MeG((P:) = — (Te> .
e\ ¥
Combining this with (3.11), we obtain the cutoff

. _|aeL(k—o+1) ;
Fe =¥ ockFE '

The mass of firms, N, in (3.11), is independent of the initial allowances allocation under
the ETS. The government only controls the mass of entrants to adjust the productivity
level of active firms.

Note that the emission output of firms with marginal cost ¢; in the ETS is e.(¢;) =

B35 1piq.(¢;). Therefore, the emission-clearing condition under the ETS is written as

oc—1

©%
E = / ee(i) Nepte(pi)dp; = aBL :
0 s0

from which we can obtain the emission price in the ETS:
afL(c—1)
oE
Since the mass of entrants is determined by the government, there is no free entry under

S =

the ETS. Therefore, firms may have positive net profits, which are evenly redistributed
to the individuals. The total profit is
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The government determines the initial allowances € to maximize the utility of a rep-

resentative resident:
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The equilibrium welfare in the ETS with the optimal initial allocation is
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3.4.3 Comparison between the CT and the ETS
First, we compare two market outcomes:
oy o i Ny o M, oc-1
= = 1, —= 1 = 1. 3.12
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The results are summarized as follows

Proposition 9. Compared to the CT policy, the economy under the ETS has more

entrants, fewer active firms, and a stronger selection effect (higher average productivity).

Proof. See (3.12). O

22 Assumptions (3.4) and (3.5) ensure that ¢} < @, while (3.6) ensures that I > 0 when & = &*.
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This result indicates that two policies can shape the market outcome in different ways.
Under the CT policy, the government charges the marginal tax to achieve the emission
target and transfers part of this tax revenue as subsidies to firms to reduce the distortion.
Although the tax encourages more firms to produce, more low-productivity firms survive,
leading to a lower average productivity. In contrast, in the ETS, the government directly
allocates all revenue from emissions to the entrants, which increases the expected profits
and attracts more potential entrants. However, the ETS fails to encourage more firms to
produce, inducing an insufficient mass of active firms.

Next, we investigate how the different market allocations affect the equilibrium welfare:

Pe T - ].__[
AW EWt — W, = aln — + P
P, L
—— ~—
price index gap  redistribution gap
Qo Ny e T —11
= In — In =&
O'—lnNe—i_Oéngp:—i_ L
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The welfare gap can be divided into two parts: the price index gap and the redistribu-
tion gap. The price index gap results from the differences between the mass of varieties
and the average productivity level. As we discussed before, the ETS is superior in the
average productivity but inferior in the mass of varieties. The redistribution gap indi-
cates the difference between the total income levels. Intuitively, the government needs to
choose whether to use the revenue from emission regulations to encourage manufacturing

production or to directly redistribute the revenue to households.
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0.01

-0.01¢

-0.02 -

-0.03r

Figure 3.1 The welfare difference with heterogeneity

Interestingly, according to (3.13), we have d(AW)/dE = 0 (i.e., dW;/dE = dW,/dE),

which indicates that the welfare gap is independent of the total emission target in our
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model. As emphasized in footnote 18, this means that the optimal total emission target
under either policy is identical, regardless of whether there is an externality of emission
in the utility form of (3.1). The degree of firm heterogeneity plays a distinct role in
determining the relative efficiency of the two policies. We give a numerical example in
Figure 3.1 with parameter value a = 0.8, ¢ = 3, where the horizontal axis denotes the
degree of heterogeneity (a larger k indicates a lower degree of heterogeneity) and the
vertical axis denotes the welfare difference shown in (3.13). This result is summarized as

follows.

Proposition 10. The ETS is more efficient than the C'T policy when k € (0 —1,2(c —1))
and is less efficient when k > 2(o — 1).

Proof. 1t is easy to verify that oln -%5 — 1 > 0 always holds. Therefore, AW § 0 holds
when k = 2(c — 1). O

The sharp result of Proposition 10 tells us that the ETS is better if the pollution sector
has a high degree of heterogeneity, while the CT policy is better otherwise. As shown
in (3.13), the overall welfare gap depends on the shape of the marginal cost distribution,
as illustrated by Figure 3.2. When the degree of heterogeneity is sufficiently large,?® the
gap in the productivity level is enlarged, which results in the superiority of the ETS;
otherwise, the CT performs better due to a larger mass of active firms. Our result is
consistent with Shinkuma and Sugeta (2016), who find that the ETS is more likely to be
superior to the CT when the variance of uncertainty increases.

Moreover, we find that when a policy performs better, it may be superior in the
price index gap but inferior in the redistribution gap. This indicates that apart from the
distinctions in market outcomes, the two policies also lead to different labor allocations
between sectors. This is consistent with Behrens et al. (2020), who find that one of
the inefficiencies in imperfectly competitive markets comes from the mis-allocation of
labor between sectors. We will further examine whether the labor allocation reaches the

optimum under the more efficient policy.

3.5 Optimal allocation

Since either of these two policies can be better, the market distortions are not completely
removed even in their best equilibria. To understand where the distortions come from,

we consider the optimal allocation in this section. We use a subscript “o” in notations

23The gap here is a relative value. Note that ¢; denotes the marginal input level. The ratio of
productivity levels of ETS to CT is written as ¢f/¢}. Figure 3.2 shows that ¢} /¢¥|k=3 > ©f/¥i|k=s,

indicating a larger productivity gap between two policies when heterogeneity increases.
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Figure 3.2 The cost distribution and cutoffs with different degrees of heterogeneity

to indicate this optimal case. The social planner maximizes the following representative
utility with a labor resource constraint:
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The above optimal problem is solved in the Appendix J, giving the following solutions
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We first compare the market outcomes under the two policies to the optimum:
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Proposition 11. Compared to the optimal allocation, (i) the economy under the CT has
fewer entrants and a weaker selection, while the mass of active firms reaches the optimum;
(ii) the economy under the ETS has an optimal mass of entrants but a stronger selection

and a smaller mass of firms.

Proof. See (3.14), (3.15), and (3.16). O

In the CT case, although the mass of active firms is identical to that in the optimal
allocation, the market has too few entrants, and the government has to allow more low-
productivity firms to produce. Thus, the average productivity level under the CT is
lower than the optimum, which becomes a main source of distortion. In contrast, in the
ETS case, although the mass of entrants is identical to that in the optimal allocation,
the government cannot force more firms to produce. Even if the average productivity
level under the ETS is higher than the optimum, a smaller mass of active firms and the
too-large sunk costs generate market distortions.

Then we compare the equilibrium input, output, and welfare level with the optimal

allocation. The calculations are as follows
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In summary, we have following proposition:

Proposition 12. Compared to the optimal allocation, (i) both CT and ETS policies result
in more emissions per unit of production; (ii) the two policies allocate less labor in the

manufacturing sector, leading to a lower welfare level.
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Proof. (i) See (3.17), (3.19), and (3.20). (ii) We use C* and Lf' (j =t,e,0) to denote the
individual demand for the composite good and the labor allocated to the composite good

sector, respectively. They are given by

1 1- 1
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It is straightforward to verify that
LA <L# LY <L
[

This result shows that labor mis-allocation does occur in the market equilibrium even
it is regulated by policies, indicating that both policies allocate too few labor resources
in the manufacturing sector. Meanwhile, the bias varies with the degree of productivity
heterogeneity.

After taking emissions into account, we find an improper proportion of input factors
in the manufacturing production compared to the optimal allocation. The intuition is
straightforward. We take the emission regulation as a type of resource that is immobile
across sectors. Note that labor is mobile across sectors. As there are not enough labor
resources in the polluting sector, firms have to input more emissions into unit produc-
tion and become more emission intensive. Assuming one production factor, Nocco et al.
(2014), Dhingra and Morrow (2019), and Behrens et al. (2020) disclose the sources of
market distortion in three parts: the proper selection of active firms, the proper output
of each firm, and the mis-allocation of labor resources between sectors. In our model,
(3.21) gives a close relationship between emission intensity [ and the labor allocation
across sectors, showing that resource-allocation parameter § has an impact on the bias
of equilibrium output when multiple factors are input. Equation (3.18) also shows that
firms might be either over- or under-producing, which is highly dependent on the value of
emission input intensity 5. In the case of g = 0, labor becomes the only factor in produc-
tion, in which all the manufacturing firms under-produce in market equilibria according
to (3.18). Thus, our result is consistent with Behrens et al. (2020).
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Chapter 4

Agglomeration, sorting, and fertility

4.1 Introduction

Over the past several decades, the world has experienced long-term downtrends in terms
of fertility. The median level of the total fertility rate of countries and areas in the
world fell by more than half, from 5.2 to 2.4 children per woman between 1950 and 2010.
Meanwhile, it is essential to note that the level and pace of the change in fertility vary
markedly across spaces. All the countries, where fertility remains above four children per
woman are from Asia, Africa, and Oceania. By contrast, very few countries from North
America and Europe keep fertility above 2.1. In particular, the fertility rates in East Asia
and Southern Europe present a remarkably low level, merely 1.4. Moreover, when we
investigate the spatial variation of fertility across regions within a country, the uneven
spatial pattern still proceeds. Japanese fertility has entered an era of unprecedented
low level in the middle of the 1970s, but the spatial disparity in terms of total fertility
rate (TFR) existed as well. Specifically, the fertility rate of Tokyo in 2010, reaches an
extremely low level of 1.12, whereas Okinawa and Miyazaki were above 1.60. Such stylized
facts remind us that whether regional TFR is featured with spatial variations.

Empirical studies show that human fertility behavior is strongly related to population
density. Kondo (2017) empirically clarifies the negative impacts of agglomeration on
married couples’ decisions to bear children at different life stages in Japan. However, the
blocking effect presents an abating trend as married couples’ age increases. Employing an
extensive data set including individual and household surveys carried out in 44 developing
countries, De la Croix and Gobbi (2017) provide empirical evidence over the negative
impact of population density on fertility in developing countries. The spatial configuration
of human activities seems to have impact on the decline of the number of children. Even
if some empirical studies attempt to shed light on the importance of the consequences of
spatial agglomeration on fertility, the mechanisms over the impacts of agglomeration on
fertility have not been fully uncovered in the empirical literature. More importantly, the
sorting effects also work as a potential cause. The lower fertility rate in larger regions may
stem from the attraction of people with a lower desire for children. In order to take these
different mechanisms into account, we need theoretical studies to involve in addressing
the driving forces of the declining fertility rate.

This research develops a spatial economics model with endogenous fertility and eco-

nomic agglomeration. In the model, there are two different mechanisms to explain the
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spatial disparity in terms of fertility rate. The first is the agglomeration effect. Economic
activities concentrating on limited space results in low fertility choice. The second chan-
nel is the sorting effect. People with low fertility intention may ex ante choose to live
in larger cities. Integrating these two explanations of fertility variations into an analyti-
cal framework is useful to us to comprehend the occurrence of declining TFR and adopt
coping strategies.

We investigate a spatial economy of two asymmetric regions. We have in mind that
the core region accommodates a larger share of the population such as Tokyo in Japan, or
New York in the United States. The two regions have identical preferences, technology,
and trade costs other than regional size in terms of immobile workers. The unskilled
workers are spatially immobile and may work either in modern manufacturing sectors or
in traditional firms. Both manufacturing and traditional goods are differentiated. The
skilled workers are freely mobile across regions according to their personal preferences.
The production in manufactures shows increasing returns to scale, whereas the traditional
goods are produced at constant returns employing unskilled workers.

With our setup, we obtain several sets of main results. First, the skilled workers mi-
grate to the larger region due to demand advantage stemming from market size when the
trade costs fall from high to intermediate values. The spatial distribution of skilled work-
ers is biased toward the advantage region in this stage. However, the further reduction
of trade costs brings relocation (redispersion) of skilled workers from the core region to
the periphery. The results indicate an inverted U-pattern of distribution over economic
activities. When childbearing costs are taken into account in the budget constraint, re-
dispersion occurs as the findings in existing studies by considering urban costs (Tabuchi
1998; Ottaviano et al. 2002; Takatsuka and Zeng 2009), housing sector (Suedekum
2006), heterogeneous preference (Tabuchi and Thisse 2002), the immobility of workers
with input-output linkages (Venables 1996; Puga 1999), the positive transport costs for
traditional goods (Fujita et al. 1999; Picard and Zeng 2005), multiple industries with
differentiated labor intensiveness (Zeng 2006), the use of land for production (Pfliger and
Tabuchi 2010), and comparative advantage (Picard and Zeng 2010).

Second, we find that the fertility rate in the larger region presents an inverse pattern
against the share of skilled workers. We observe that the average fertility rate in the
larger region shows U-shape curves with respect to trade freeness. It indicates that the
fertility rate in the larger region suffers an initial declining trend and subsequent rise when
the two regions are deeply integrated. In contrast, the TFR in the smaller region goes
downwards after the initial rising pattern.

This research makes a couple of noteworthy contributions to the literature. Firstly, the

impacts of economic agglomeration on TFR in our framework is endogenously initiated
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by economic integration rather than the exogenous premise as in related studies (Sato and
Yamamoto, 2005; Sato, 2007). The fundamental mechanisms explaining agglomeration
rely on the interplay among increasing returns at a firm level, mobility costs, and supply
and demand linkage. Moreover, when the trade costs fall from large to small values, we
can observe that the skilled workers agglomerate or relocate in a smooth way rather than
catastrophic changes in traditional models (Krugman, 1991; Ottaviano et al. 2002).

Secondly, our model presents a possible mechanism that explains the variation of fer-
tility across space. The concentration of people in the larger region leads to an increase
in an urban scale. Consequently, the childbearing costs in the larger region accordingly
go up due to congestion costs. Moreover, agglomeration indicated by the share of skilled
workers in our model also corresponds to an increase in manufacturing varieties, which
is emphasized in Murayama and Yamamoto (2010). However, the manufacturing variety
is exogenously given in Murayama and Yamamoto (2010) and only partial equilibrium
is considered. In other words, agglomeration economies and variety expansion to some
extent, are both involved in our general equilibrium model. Therefore, the expenditure
would be largely occupied by the expansion of endogenous varieties in the budget con-
straint, which reflects the other explanation for the mechanism behind the recent fertility
decrease.

Third, it yields a better theoretical understanding of how agglomeration and sorting
interact in determining the fertility rate. Sorting effects imply that people with low
reproductive intention prefer to locate in larger regions. Regions accommodating more
people with low reproductive intentions also ends up with a lower average fertility rate.
Such sorting behavior works as one force in reshaping the lower fertility in denser regions.
In turn, this attraction of more individuals and makes the regions become larger, thereby
strengthening agglomeration effects.

The remainder of this chapter is organized as follows. In section 4.2, we present
evidence on variation in reproductive behavior across space and over time that motivates
our theory. The basic model is established in Section 4.3. Section 4.4 examines the
possible patterns that how firm location and regional fertility rate evolve with regional

integration. Section 4.5 further investigates the impact of market size and human capital
stock on the TFR.

4.2 Motivated evidence

In this section, we lay out some novel motivating facts about the occurrence of TFR
downtrend in denser areas and the existence of sorting effects. First, we find strong

evidence for the association of population agglomeration with lower fertility. That is,
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TFR in the agglomerated area will net off other characteristics, and shows a lower rate.
Moreover, we document the evidence that the low fertility rate in larger cities is in part
a reflection of the sorting of the individual with low fertility intention across an urban

hierarchy.

4.2.1 Decline in fertility: agglomeration matters

The empirical data we adopt here come from both Japanese prefectures and cities. The
employment of stratified spatial units can help us in investigating the mechanism over the
impacts of market size on fertility behavior. Specifically, the period for data on prefectures
spans from 1975 to 2010, while data at city-level covers the period from 1990 to 2010.
The data is provided by the Japanese government and contains the full regional accounts
for a balanced panel of 47 prefectures and 500 cities. We also observe the total fertility

rate and population, as well as other regional characteristics.
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Figure 4.1 Total fertility rate and population density

Figure 4.1 plots the total fertility rate against log population density from 1975 to
2010 for 47 Japanese prefectures. As can be seen from Figure 4.1, locations with higher
population densities have lower TFR.

Based on the stylized fact, we also present estimates with Japanese city-level data.
Before proceeding to the empirical results, we would like to make a note of the data set.
During the span of our investigation with city-level data, large numbers of Japanese pe-
ripheral cities experience population loss due to the domestic migration of younger workers
to major metropolitan areas. The population densities in these cities are undergoing a
declining trend over the studying years. In contrast, only the several core cities, especially
Tokyo keep a stable population growth. Meanwhile, we find that the total fertility rate
in city-level also present a moderating trend. It indicates that the total fertility rate and

population density in most cities are undergoing a common trend over years.
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Table 4.1 Agglomeration and fertility rate

(1) (2) (3) (4) (5)
OLS OLS OLS OLS OLS
Year 1990 1995 2000 2005 2010
log(empdensity);—s -0.077*F  -0.093%F* -0.031*** -0.084*** -0.072%**
(0. 0102) (0. 0101)  (0.0127)  (0.0096)  (0.0108)
log(area) -0.043***  -0.027***  -0.003 0.010  0.0211%***
(0.0077)  (0.0081)  (0.0081)  (0.0072)  (0.0083)
Infantmortality 0.001 0.003 0.000 -0.007 -0.0107*
(0.0025)  (0.0021)  (0.0062)  (0.0048)  (0.0919)
log (income) -0.443%FF  _0.737F*KF 0. 734%FF*  (0.753*FF*  0.674***
(0.0542)  (0.0641)  (0.083)  (0.0686)  (0.0919)
Marriage rate -0.000 0.059%F*  0.027***F  (0.112%**  (.138%**
(0.0015)  (0.0023)  (0.0091)  (0.0082)  (0.0101)
Prefecture Yes Yes Yes Yes Yes
Observations 498 502 579 578 566
R-square 0.4536 0.5498 0.3016 0.5096 0.4702

Notes: Superscripts “***” «*¥” and “*” indicate significant at the 1%, 5% and 10% levels.
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Unlike adopting two-way fixed effects cross-prefecture analysis, all specifications are in
time-differenced form from 1990 to 2010 with 5 years intervals by focusing on cross-section
comparison. As we know, the lower total fertility rate in a city also leads to population
implosion which would result in a decline in population density. It accordingly brings
about risks in terms of reverse causality. To address these issues, we adopt the lagged
value of population density with 5 years in a city to avoid the danger of reverse causality.
Moreover, employing a total population with lagged values to measure the market size
instead of immobile unskilled workers also keeps pace with the theoretical prediction.
The previous total population to a large extent can be regarded as the current permanent

inhabitants. The results are shown in Table 4.1.

4.2.2 The role of sorting effects

The previous section studies how much agglomeration matters for spatial variation of
fertility rate. We now move to the dual question of whether the low fertility rate may
be attributed to regional composition in terms of child number, in addition to local ag-
glomeration externalities. As argued by Behrens and Robert-Nicoud (2015), cross-city
differences in size and urban costs may be the most obvious ones, and cities also differ
significantly in their composition. Typically, urban economies vary in their industrial
structures and urban function from the perspective of industries. Cities also differ in the
demographic composition, the set of workers, and the skills they attract. Accordingly,
people would make heterogeneous location choices due to different preferences over re-
productive behavior. The involvement of migration might alter the average fertility rate
in a city. The movers have a different set of personal traits that are associated with
lower fertility regardless of whether they migrate. The sorting effects then indicate that
heterogeneous workers choose a different location. When the migrants with low fertility
intention in a city occupy a certain level, the sorting effects and agglomeration interact
to shape the fertility rate of a city.

To debunk the role of sorting effects in lowering regional fertility rates, we adopt the
micro-level data to reveal whether the sorting of migrants with different fertility intentions
to denser regions has deviated from the results of the previous section. If the sorting effect
is prevailing in large cities, strong sorting would thus lead to a right truncation of the
distribution of the number of children of residents. We then employ these predictions to
address the existence of the sorting effect, which is also considered the potential driver
of the fertility difference across cities. Our data are compiled from the Japanese General
Social Survey (JGSS), which covers the details of a person’s children number and location.
Regarding the location, cities are clarified into a three-tiered category of municipalities,

large cities (23 wards of Tokyo and ordinance-designated city), other cities and towns
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or villages. To keep the consistency of municipal classification, this chapter employs the
cumulative data set covering the years 2005, 2008 and 2012.

In line with JGSS, we would know that the mean of children number in these three-
tiered categories of municipalities are 1.46, 1.65 and 1.85 respectively. To explain this
spatial disparity, we have claimed that the impacts of population agglomeration on low-
ering fertility works as argued above. Differences in fertility across regions would stem
from the direct spatial difference in the composition of reproductive preference as well.
If the sorting effect works, people would choose their residential location according to
reproductive preference. In a general sense, people with lower reproductive intention
may sort into denser cities because of stronger preferences for the amenity or wage gains.
Those who intend to give more birth would choose small cities to avoid the high costs of
child-rearing. If sorting is tough in the larger cities, the distribution of children number

is right-truncation relative to smaller cities.

Largest cities Other cities
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Total Number of Children
Graphs by Size of Municipality

Figure 4.2 Total number of children distribution across space

Figure 4.2 presents the distribution of children number of families in a city across
different categories in the JGSS data set. As we can see from Figure 4.2, the distribution
of large cities is right-truncation relative to the other two types of cities. Few people
with high childbearing intentions would migrate to the large cities. Meanwhile, we find
that couples having one child account for a higher fraction in larger cities than the other
two groups. Consequently, the accommodation of many residents with lower reproductive
intentions leads to a decline in the average level of fertility rate in denser regions. The
sorting effect plays a complementary role in the observation of spatial fertility variation.

This occurrence offers intuitive evidence that the sorting effect exists.
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4.3 Theoretical model
4.3.1 Basic setting

The economy space consists of two regions (1 and 2) and two sectors (manufacturing
and composite good). We use an asterisk (x) to denote a variable in region 2. The
labor force consists of two groups of workers. There are H skilled and perfectly mobile
workers. Regions 1 and 2 host L4 and L% immobile unskilled workers, respectively. Let
L = L4+ L%. Furthermore, we let l4 = La/H, I = L%/H. The two regions have
the same natural endowments, except for an asymmetric population in terms of immobile
workers (market size). Without loss of generality, we assume L4 > L% hereinafter. Hence,
la > U} as well.

As in Pfliiger (2004), preferences are identical across individuals and are described by
the following quasi-linear utility function. Specifically, individuals gain utility from A,

M, and their number of children, n. Their preferences are characterized by

U=alnM+~Inn+ A, (4.1)

N N* P
M:(/ xiadw/ ;° dj)
0 0

is the composite of all varieties produced in the manufacturing sector M. The notation

where

o > 1 represents the elasticity of substitution between two manufactured varieties, N (N*)
is the number of varieties produced in region 1 (2 ), and z; (z;) is the demand for a typical
traded good i (j) produced in region 1 (2). Individuals are identical except for their
heterogeneity in the preference for children. We use a parameter v; € (0, B) to denote
the degree of a specific individual’s preference for children. Each individual initially knows
his/her preference and chooses a location to minimize the raising costs of the children.
We assume that 7, is a random variable with a uniform distribution in [0, B]. When two
regions have different child-raising costs, there exists a threshold value 7 . People having
a 1 over the threshold will migrate to region 2, while residents having a + below the
threshold will relocate to region 1. This occurrence of the sorting process is supported by
the before mentioned motivating facts.

We follow the literature and assume that the raising costs are highly related to the
city size (e.g., Sato and Yamamoto, 2005, Sato, 2007), which is represented by the scale of
mobile skilled workers. As in Pfliiger (2004), each variety requires a skilled worker as its
fixed input. Therefore, the number of skilled workers corresponds to the number of local

varieties V; in this region. The budget constrain of the consumer in region 1 is given by
w — bNyy “n = PM + A, (4.2)

65



where

P =|Np; 7 + N*(Tp;f)l_” , T>1 (4.3)

is the CES-price index and p; (p}) denotes the mill price of variety i (j) in region 1 (2).
The second term in the LHS of (4.2) represents both the raising child costs related to
the number of varieties (Maruyama and Yamamoto, 2010) and the costs related to re-
gion congestion (Sato and Yamamoto, 2005). ~2 denotes an individual’s preference for
the quality of children. In this sense, there exist two cases that individuals’ preference
between quantity and quality may be either positive or negative. Intuitively, the pos-
itive relationship usually appears in developed regions since affluent individuals won’t
loose their requirement for children’s quality even having more children. In contrast,
the negative relationship is more common in developing regions as poor individuals may
sometimes pursue the quantity of children blindly. Relevant literature shows that both
cases are supported by the real world. Since we use the data of Japan to do the empirical
check, we mainly focus on the case that v, and 7, are positively related. For simplicity,
we assume 7y = 7; = 7 in the positive case. What’s more, we assume raising children
consumes good A.
Standard utility maximization yields the corresponding demand functions:
c — *\—0
M=aP!' A=w-a-v, n= #, ;= a}fiio, ;= oz(;flj)a . (4.4)

Turning to the supply side, the traditional sector supplies the homogeneous good

under perfect competition employing one unit of L as the only input of a constant-returns
technology. Perfect competition in the traditional sector ensures that the equilibrium
price equals marginal cost. With free trade in the composite good, the choice of this good
as the numéraire implies that in equilibrium, the wage of unskilled labor is equal to one
in both regions. In the manufacturing sector, monopolistically competitive firms offer
horizontally differentiated goods using both types of workers under increasing return to
scale. Specifically, we assume the same technology in both regions. One unit of skilled
worker as the fixed requirement and (o — 1) /o units of unskilled workers as the marginal
cost are required in production.

In line with the tradition in spatial economics, each variety is assumed to be produced
at only one location. Manufactured goods can be traded across space and incur trade
costs. We assume the iceberg form of transportation costs between regions: 7 > 1 units
of a manufactured good must be shipped for one unit to reach the other region. In
contrast, all shipments of traditional goods are assumed to be costless.

Under foregoing settings, a firm located in region 1 maximizes profits, given by
7 =pi%i (La + L) + pia; (L + Ly)
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oc—1 o—1
JI(LA+LM)—

T (LY +1Ly,) —w (4.5)

where w stands for the wage prevailing in region 1.
In the classical CES framework, the markup is a constant o/(c—1). Thus, the optimal

price of the firms is

Having claiming the basic structure, we now solve the model in two steps by short-run

and long-run outcomes.

4.3.2 Short-run equilibrium

Following the established traditions of spatial economics, we assume that markets for
goods adjust instantaneously, while inter-regional migration of skilled workers is relatively
slow. In the short-run equilibrium wages and prices are adjusted to clear the good markets
while the share of skilled workers is fixed. Namely, skilled workers are immobile between
regions in short-run equilibrium. The skilled workers with heterogeneous preferences are
randomly allocated in two regions. Let A be the share of skilled workers in region 1.
Without loss of generality, we assume the skilled worker share is larger in region 1 in the
short-run (A > 1/2). The numbers of skilled workers in two regions are Ly = N = A\H
and L3, = N* = (1 — \)H, respectively.

The zero profit conditions in region 1 and region 2 are given by:

o (Lat Lu) o (Ly+ L)
Lu+0Ly  oLu+1Ly

v $a(LatLu) | a(Li+Ly)
Lu+0Ly | OLu+Ly |

where 0 < ¢ = 7177 < 1.

For expositional purposes, the above equations are rewritten as

_a(lat ) da (U +1 =)
A+ 9(1-)) PA+1—N
. da(la+ ) a(li+1-X)
A+ B(1 =N OANF1 =N

ow

ow

To ensure both sectors A and M are active after trade in two countries, we impose

the assumptions of Nw(oc — 1) < L, and N*w(oc — 1) < L%, which lead to a condition

lao 24
@< (la+l3+1)(o—-1)"

24This assumption is proposed by Pfliiger (2004) on p. 568.
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4.3.3 Long-run equilibrium

Turn to the long-run equilibrium, skilled workers are freely mobile and choose to live in
either region. As argued in basic settings, skilled workers are heterogeneous in repro-
ductive choice. They match their perception of the attributes of a region with their own
taste and then decide where to reside. The equilibrium distribution of skilled workers is
obtained from the comparison of the utility levels that skilled workers can achieve in both
regions.

The indirect utility difference between two regions for individual with v is written as

AV(3) =V(3) = V*(3) = aln o5+ (0 —w) —geln (5

N*
a  [A+1=A] all=@)[ Li+A  li+1-)
1—0“[“@5(1—»} o [/\+(1—/\)¢ /\¢+1—>\]
—'yclnli)\. (4.7)

Equation (4.7)indicates that utility difference is determined by three different compo-
nents. In contrast to Pfliger (2004), the third term acts as additional centrifugal force
stemming from child-rearing costs. Since child-rearing costs are related to regional size,
agglomeration of skilled workers will lead to the cost rise in raising a child. This burden
would render people to relocate from the larger region to the smaller one. Moreover, v
in the third term of (4.7) representing the heterogeneous preference of fertility intention,
can be considered as a dispersion force. A skilled worker who prefers more children will
move to the smaller region for any intermediate level of the transport costs. The hetero-
geneity of fertility preference alleviates the HME. Moreover, the heterogeneous preference
of fertility choice for mobile workers, allows us to further investigate the composition of
regional fertility rate. Accordingly, the average fertility rate in a region would be reshaped
when spatial sorting works.

Define 74 as the cut-off value of v without utility difference (AV (%) = 0). The utility
difference finally sorts the individuals with a higher v (7 > %) to region 2 and the in-
dividuals with a lower v (7 < %) to region 1.?5 The process of migration will not cease
until the critical value 7 equals to the share of skilled labor in region 1, A\. Accordingly,

the long-run equilibrium is finally determined by 2 equations with 2 endogenous variables

(A 7):

o IH[A¢+1—)\} oz(l—gb)[ latXA G+ 1-A
7:1—0 A+ o (1—N) o . A+ (1—=N)o )\(b—i-l—)\, (4.8)
cln
1—-A

%5The sorting direction is obvious from the inequalities dAV (v)/dv|,>5 < 0 and dAV (y)/dy|y<5 > 0.
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5 =BA. (4.9)

In the equilibrium, equation (4.8) reveals the relationship between the skilled labor
share and the critical value of v while transforming from short-run to long-run. Meanwhile,
equation (4.9) determines the destination of migration caused by the unbalance between A
and 7. Intuitively, A represents the typical agglomeration effect in NEG while 74 indicates
the sorting effect brought by the costs of raising children in our model. These two effects
are the crucial mechanisms in our model to jointly determine the agglomeration pattern
and fertility levels. Individuals must have a choice whether converging to the larger region
to enjoy the benefit of agglomeration effect or dispersing to the smaller region to escape
from the high child-rearing costs.

Combining (4.8) and (4.9), we depict the equilibrium with one equation:

_a [ Aet1-A] al-9) [ latA  L+1-A
av =5 [y e
—BdmliA:O (4.10)

Let n(y) be the number of children of a worker of type «. The average fertility in

Region 1 can be expressed as:

H [y n()(1/B)dy + La Jy’ n(3)(1/B)dy
(1/B)YH + L4 '

n=
Based on (4.4), (4.8) and the fact of A = 4/B, this @ can be further written as

(= 411
b(1+c) \7H 5+ 14B (4.11)

n =

Similarly, the average fertility in region 2 can be obtained:

CH [P (1 B)dy + L [y (1) B)dy
a [(B—7)/BJH + L3
Bc[(BlJrc _ ,?1+c) + l:qul+c]

“b(1+0)[(B = 3)H][(B—7) + Bl (4.12)

— %

Starting from the basic setting, following parts are based on the case of B =1 (7 = \).
These two equations provide twofold mechanisms for the formation of regional fertility
rate. On one hand, the sorting effect operates when skilled workers have a different set of
personal behavioral intentions. The skilled workers with lower fertility preference choose
to migrate to the larger region 1. Meanwhile, sorting effects also leave mobile workers

with higher fertility intention to the smaller region 2. When the sorting mechanism works,
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the aggregation of workers with the lower reproductive intention in the larger region leads
to a lower regional average fertility rate.

On the other hand, more agglomeration of skilled workers in the larger region 1 will
bring a negative impact on regional fertility rate. Since one unit of skilled worker is
employed in manufacturing production as the fixed input. The number of skilled workers
corresponds to the variety amount. A larger share of skilled workers in region 1 indicates
that people will face a tighter budget constraint to raise a child according to equation
(4.4). The mechanism that the variety expansion reduces the fertility rate is stressed in
Murayama and Yamamoto (2010). However, we offer a general equilibrium analysis with
mobility of skilled workers, which is different from Murayama and Yamamoto (2010).

Additionally, the concentration of skilled workers in region 1 generates strong con-
gestion diseconomies, which reduce the region’s fertility rate. Accommodation of mobile
workers in region 1 stands for expansion of urban scale as well. Congestion costs arising
from soaring housing price or longer commuting would exhibit a higher living cost and
lower fertility rate. Sato (2007) reveals that dis-agglomeration and migration of work-
ers lower the fertility rate by assuming exogenous agglomeration economies. In contrast,
the formation of economic agglomeration in our model is endogenously established on

increasing return to scale.

4.4 Spatial configuration and regional integration

This section examines the spatial equilibrium by investigating some equations, which are
used to determine the equilibrium firm shares and regional fertility rate in both regions.
As in most economic geography models (Krugman, 1991; Fujita et al.,1999; Takahashi et
al., 2013), we mainly focus on the impacts of economic integration on spatial configuration

over the firm location and regional fertility rate.

4.4.1 Regional integration and industrial location

We first investigate how regional economic integration may affect the equilibrium distri-
bution of firms across regions. Although we cannot derive a closed-form solution for the
cut-off v, we can study the impact of regional integration, i.e. the impact of a decrease
in transport costs on the cut-off, by an implicit function.

According to (4.7), we can examine the relationship between ~ and ¢.

Lemma 1. When Ly > L%, in [1/2,1], the following equation

Fi(y) =

L L
aza a4 ( a —0 (4.13)

~
_ — )1
yoH (1—7)oH ny) "

o—1 -
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has a unique solution

(11 LA . o 1
_7 —]7 Zf N S _’
L2 La+ LY clo—1) = 2
- a 1} T 1 - o < La
— Z f—

e L1 ) 2 o —1) "Lty

1 { o) 1H T @ - L4
— minq —— 0

[ L2 clo—1) " J1 clo—1)" La+ L%

Proof. See Appendix K. O

Depending on the parameters, equation (4.13) may have other roots in [0,1/2). Nev-
ertheless, when we examine the relationship between v and ¢, we focus on the curve
(o) € [1/2,1], which starts at this root when ¢ = 0.

Mathematical results in Lemma 1 are quite useful because they provide detailed in-
formation about the spatial distribution of skilled workers, which leads to the following

conclusion:

Proposition 13. When Ly > L%, the equilibrium firm share in region has a bell shape

or monotonically decreases when the regional trade freeness increases.

Proof. Let 79 and 7, denote the equilibrium cutoffs 4 when ¢ = 0, 1, respectively. Note
that 7 is determined implicitly by (4.8) and (4.10). Therefore, 7, solves

1—5 1 1—4
L -—H) - 1) —all 414
(La=" = 13) + o =lielo — D —aln =L (a14)

H(1—-7)o

while 47 solves

- g
71n - =0. 4.15)
1—% (

We know that 4, = 1/2 from (4.15) immediately. Furthermore, the implicit function

theorem gives

dj — _M < 0
do b=15—1/2 2Ho
The implicit function theorem also gives
dy aR
— = —, (4.16)
d¢ ¢=0,7=% S
where
R =(0 = D[L475 — La(l = 50)°] = % H (25 — 1)(1 = F0),
§ =(o = DalLa(l =70 + L] + 51 = Fo)ol(1 = Fo0(o — 1) In 7
— %
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—a+ (o —1)].

Depending on parameters (see examples of Figure 4.3), (4.16) can be either positive or
negative. Since (4.10) has at most two roots with respect to ¢, the curve v(¢) cross any
horizontal lines in the ¢ — 4 plane at most twice. Thus, the cutoff 4 decreases or shows a

bell shape when the regional trade freeness increases. O]

<
<l

0.2 0.4 0.6 08 1.0 0.2 0.4 0.6 0.8 1.0

Figure 4.3 The relationship between 4 and ¢

Figure 4.3 provides two examples with « = 0.6, Lo =20, L% =10, H =4, b= 0.2,
while we choose o = 20, ¢ =1 in the left panel and o = 5, ¢ = 0.1 in the right panel.

We now present the properties of the equilibrium distributions of firms with respect
to trade freeness.The results established in this section are intuitively explained in order.
Since we assume that L, > L%, the initial larger local demand in region 1 has attracted
more skilled workers, which is evident when ¢ is small. Regional integration facilitates this
advantage in region 1. Even though centripetal and centrifugal forces interact each other,
the agglomeration force still dominates when ¢ is small and results in the home market
effect (larger proportionate firm share) in region 1. In line with the tradition of spatial
economics, firms move together with their workers. Meanwhile, the quasi-linear upper tier
utility alleviates the strength of the demand linkage. We can observe that skilled workers
continuously relocate to the larger region 1, when regions integrate further. The absence
of catastrophic changes in the location pattern occurs. As trade freeness accelerates,
the centrifugal force stemming from the child-rearing costs makes region 1 unattractive.
Skilled workers with lower fertility intention tend to disperse to avoid the negative utility
in region 1. The redispersion process that workers move to region 2 happens when skilled
workers earn less from a better access to consumers than affording cost of child-rearing
in the larger region.

It is noteworthy stressing that when ¢ = 1 , X equals 1/2 in (4.10). In fact, when

trade freeness reaches a certain point, the occupation over the share of skilled workers
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in region 1 starts to decrease. The initial advantage stemming from the local demand of
immobile unskilled workers attenuates until the firm share is equally distributed between
two regions. It indicates that the HME is muted in our settings.

Proposition 13 contributes to the literature in two respects. The “redispersion” process
at small trade costs has been already highlighted in the literature (Tabuchi, 1998; Puga,
1999; Tabuchi and Thisse, 2002; Picard and Zeng 200; Takahashi et al., 2013). The above
result provides a new theoretical support to explain the spatial redispersion of economic
activities. In addition, the spatial distribution of firm location is determined by the

interaction between the HME and the sorting effects.

4.4.2 Trade freeness and fertility

We now turn to the other critical objective of this chapter and ask whether regional
integration brings impacts on regional fertility composition. We next analyze how the
introduction of heterogeneous fertility preference into a spatial economics model can be
employed to investigate the evolution of population structure.

When we examine equations (4.11) and (4.12), although there is no explicit ¢ in the
formula of 7 and n*, we are still able to unveil the relationship between 7 (or n*) and ¢

through 4 . According to (4.11), we have

dn_ 0 000y _ (;L)HWﬂAdA+ﬁﬂ+c—7ﬂéﬁ (4.17)
dp 99, 0709 Hy b(1+c)(la+7)? 09 '
iy <0
dns (1401 —=y) + i =7+ 1) =71+ o)1 -1 -5 +1}) 07 (4.18)
do b(c+ 1) He(1 — 3)+e(—5 + I + 1)2 9
>0

According to the definition of average fertility in two regions (4.11) and (4.12), changes
in transportation costs do not have a direct impact on the fertility rate, but rather through
changes in the firm share. Namely, we only need to analyze the impact of agglomeration
patterns on fertility rates.

In (4.17), On/0y < 0 is straightforward as ¥ < 1 holds. As for 0n*/07%, the denomi-

nator is obviously positive, the numerator
(L4 o)1 =7) + i) (1 =7+ 1) =71+ o) (L =) =7+ 1))

1
>[4+ =)+ 3] =7 +0) =71+ 00 =70 =7+ 1)
=1 =)0 +c)A=75) +ci](1 =7 +14) >0

+¢)
+¢)

Therefore, 0n* /05 > 0 holds.

The above information and proposition 1 lead to the following conclusion:
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Proposition 14. With the variation of trade freeness, the average fertility rate in the
larger region n. shows the trend opposite to the firm share, while that in the smaller region

n* shows the same trend.

Proof. See (4.17) and (4.18). O

L L L L ¢ L L L L L
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 ¢

Figure 4.4 The relationship between the average fertility rate and trade freeness

Figure 4.4 provides two examples with identical parameters to the right panel of Figure
4.3.

When agglomeration enhances, more skilled workers migrate from region 2 to region 1.
During this process, the sorting effect plays a different role from the agglomeration effect.
The new migrants who are sorted to region 1 have higher preferences for children than
the original residents. Meanwhile, the average preferences for children further increase in
region 2. This indicates that the sorting effect raises the fertility rates in both regions.

In contrast, the child-rearing costs increase in region 1 and decrease in region 2 due
to the agglomeration effect. Obviously, the fertility rate in region 2 shows the same trend
as in the agglomeration pattern. In terms of region 1, according to (4.17), although these
two effects have opposite forces, the agglomeration effect is dominant. Therefore, the
fertility rate in region 1 decreases during the process of agglomeration and exhibits the

opposite trend to the agglomeration pattern.

4.5 Extension

In this section, we further investigate other factors that might have impacts on the average

fertility in our theoretical model.

4.5.1 Market size effects and fertility

Since the setting of our model is asymmetrical, the market size difference plays an impor-

tant role. Therefore, we first investigate the effect brought by the increase of unskilled
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workers in region 1.
Proposition 15. The cutoff 7 increases with L 4.

Proof. For a given ¢, (4.8) specifies a relationship between 7 and L,4. Since we focus on
the stable equilibrium 7(¢) in [1/2, 1], we have

d . *
-Vl _,
dy |
Therefore, by the implicit function theorem,
AV —V*) a(l - ¢)
G _ | _Hobhro—d)| _,
dL 4 d(V —=V*) _d(V -V ’
dy =5 dry =5

]

Next, we consider how the average fertility rate in the larger Region 1 depends on L4

and L%. Unfortunately, we have no clear-cut result on this issue. For example, according
to (4.11), we have
dn  dn  on 9y

dLs _9L. 05 0La
M~ =

>0 <0 >0
_ HA4(1 -7 (1T Hlalda + 31+ c = 5°)]
b(1+ )y He(YH + L )2 H¥ b(1+c)(lx+7)2
a(l-P)
« Ho(7+®—7®)
ol c a(l-9) 1 1 a(l—®) (L, P+PH—-L LY ®+dH-L"
ez + 1% — S e T smse) T Tor (Gremer T Geriy )

In the last expression, the first term is positive while the second term is negative. Even in
the case of ® = 0, the sign of dn/dL 4 is indeterminate. We give two examples in Figure

4.5. The parameters are
a=1L=11,H=1,c=1,0=20,2=0
in the left panel and
a=1,L=11,H=1,c=1,0=6,2=0
in the right panel. We can see that the relationship is monotone in the right panel but

not monotone in the left panel.
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Figure 4.5 The relationship between 7 and L4

4.5.2 Human capital and fertility
Next, we explore the role of total skilled worker endowment.

Result 1. The average fertility rate n in the larger region 1 decreases with the total
amount of skilled workers H while the average fertility rate n* in the smaller region 2

increases.

Proof.

dn_on 00 07 Ol On Ol
dH OH 0%y 0ly OH,  0ly OH
<0 <0 >0 <0 >0 <0
(1—c)¥*HLy — cy*H?* — (c+ 1)yHLA — cL?
20H(HI)5¢(YH + Ly)?

(& J/
~~

<0

(2—c)¥*HLs+ (1 —c)y*H? — (c+ 1)yHL4 — cL? " Ly

— X
. 2bH07(1+c)£:yH + LA)Z . H?2
unknown >0
a(l-—9P)
o(3+2—7P)

ol c a(1-9) 1 1 a(1-P) (Lo P+PH—-L L% ®4+dH—-L*
cln# t 15 T oot (W<1>+1Jy + ﬁ+<I>Jy<I>) — o ( (AW+<1>W<I>)2A + I(AWH*’Y)QA)
=0

_ La(y =7
2b7¢He(YH + L )?
=0
0

Simulations show that n decreases with H. We give a numerical example in Figure

4.6, taking the parameter value as
a=1,Ly=2L,=1¢=03,0=06,c=1
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Figure 4.6 The relationship between n and H

The increase in H can be comprehended as the advancement of technology or industrial
upgrading, which evidently raises the total amount of skilled workers in the economy.
However, this progress may reduce the average fertility rate in the larger region and
increase the average fertility rate in the smaller region. This conclusion fits the course of

human history well.
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Chapter 5

Concluding remarks

In Chapter 2, borrowing the binary preferences of Foellmi et al. (2018), this thesis builds
a solvable VES trade model to examine the impact of heterogeneous productivity on trade
structure. Several interesting findings are observed in this study.

With heterogeneous firms, the determinant of market price is not limited to the de-
mand side, which depends exclusively on per capita income. Thus, we can observe opposite
forces when trade costs change, leading to price reversal in the no-arbitrage equilibrium.
The larger country may have a lower price even if it provides a higher wage rate. This
phenomenon occurs when trade costs are high.

When the price gap is larger than the trade cost, the arbitrage equilibrium replaces the
no-arbitrage equilibrium. Subsequently, we find that some export-only firms emerge in the
smaller country, aiming to make a large profit from exports. Although such export-only
firms are observed in many developing countries, Melitz (2003) excludes their existence
by assuming that the fixed costs in foreign markets are higher than those in domestic
markets. Qiu and Yan (2017) thus solidify the existence of export-only firms through
additional assumptions, such as low export costs, a tax rebate, and a large efficiency gap.
By introducing binary demand, we find that such export-only firms generally exist in
developing countries.

We confirm an interesting result of Foellmi et al. (2018) regarding the gains from
trade—globalization may hurt the smaller country when trade costs are low. This is
because the declining trade costs make arbitrage more likely; more firms abstain from
exports in the larger country, and more firms choose to only export in the smaller country.
Therefore, welfare in the smaller country decreases as fewer varieties become available in
the market when trade costs are low. We find that productivity heterogeneity enhances
this property. When firms in both countries are more heterogeneous, gains from trade in
the large country and losses from trade in the small country increase. This is because
resource allocation is more efficient within a country, and the large country absorbs more
resources across countries in the heterogeneous case.

Subsequently, we analyze the firm selection with binary demand and find that the
selection of domestic supply is more severe in the smaller country when the trade costs
are low, and it reverses when the trade costs are sufficiently large.

To investigate the role of population and technological advantage, we assume a large
developing country and a small developed country in the benchmark model, and explore

the case of a smaller developed country later. The results show that technological advan-

78



tages determine the trade structure. In other words, the country with a larger 6; has a
leading position in trade.

In Chapter 3, we construct a two-sector (one polluting and one clean) general equilib-
rium model with heterogeneous firms in a monopolistically competitive market to explore
the market allocation and welfare level in both policy equilibria. The two policies result
in different market outcomes. The CT/price control can adjust the cutoff of production
to reach an optimal mass of active firms, but it leads to low average productivity. In
contrast, the ETS/quantity control adjusts the mass of entrants to an optimal level, but
it allows too few firms to produce. Our results show that in a country with a low degree
of heterogeneity, it is more efficient to charge a carbon tax; otherwise, the ETS is better.

We further compare the policy equilibria with an optimal allocation and find that both
policies fail to reach the social optimum. Apart from the biases in the market outcome
of the polluting sector, we verify that the mis-allocation of labor between sectors also
induces the inefficiency of policy equilibria.

Chapter 4 shows how spatial economics can be embedded into a model of demographic
study. The study puts the model to work analyzing fertility variance across space. In a
nutshell, this chapter shows how the agglomeration effect interacts with the sorting effect,
which determines the average fertility rate. In particular, the analytical results unveil
a consecutive process of agglomeration with consideration of labor mobility. Since the
costs of raising children act as additional centrifugal forces, we are able to reproduce the
bell-shaped evolving process of industrial agglomeration. Moreover, the fertility rate in
the larger region presents a U-shape pattern, whereas the smaller region has the opposite
one. For ease of exposition, our discussion is based on a simple, two location model. It is
straightforward to generalize the model to allow for many heterogeneous locations with a

rich transportation cost structure.
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Appendices

A Trade cost threshold 7

First, we show that 7 is well-defined as the root of (2.2).

Lemma A.2. Fquation A(T) =0 has a unique root 7 in [1,0], and A(7) Z 0 holds if and
only if T 2 T holds.

Proof. As
A1) =—(>-1)([1+1) <0, A@O)=16°0>-1)+6%0—1) >0,

where the equalities hold only when # = 1. Subsequently, we know that A(7) = 0 has a

root 7 in [1, 6]. This root is unique because

A'(F) = 6175 + 37% — 16? = 5I7° + 272 + M > 0.
Moreover, we have
A (1) =1(67° = 6%) + 372 > 10*(66° — 1) > 0
if 7 > 6. Therefore, A(7) 2 0 if and only if 7 2 7 holds. O

Lemma A.3. The equilibrium wage rate of (2.9) lies in [0/7%,07%), and the inequalities
in (2.3) hold true.

Proof. As 7 > 7 is assumed, Lemma A.2 indicates that A(7) > 0. Thus, we have
F(Or*) = 07(0*7° +16°7° — 7 — 1) > 0,

}"(£> - —%A(T) <0. (A1)

72

The above two inequalities indicate that Equation (2.9) has a root w* € [0/7% 6072).
Furthermore, this root is unique because we have
200T  _F(w)

F(w) =14+ wr + +2 : (A.2)
w w

which implies that F'(w*) > 0 always holds. Finally, the inequalities in (2.3) are obtained
by using (2.10) and w* € [0/72,072). O

Lemma A.4. Fort € [1,7), the equilibrium relative price falls in (1, 7+1/1), which gives
the inequality in (2.14). Furthermore, K'(p) < 0 holds at the equilibrium.
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Proof. We have

Al
1+ 1)

IC(T—F%) =-7<0,

K(r) = > 0,

where the first inequality follows from 7 < 7. Thus, (2.25) has a root in (7,7 + 1/1).

Inequality K'(p) < 0 holds at this root because
i 0(1 —pl+71) __9(1+l7')[p+(p—7‘)(1+l7'—lp)] <0
dp Ir(p—7)* + (p* —pT + 77 lr(p—7)* + (p* — p7 + 7)) ’
d (A=Ip+71l)*+7lp*  2p(1 —Ilp+I7)(r* = 1)
dp T(1—Ip+70)2+1p2  [l(p—7)2+ 7]2(1 + I7)

B Proof of Proposition 1

(a) As F(1) = (0 —1)(1 — 7) < 0 holds when 7 > 1, we know that the equilibrium wage
rate satisfies w* > 1 according to (A.1) and (A.2). Lemma A.3 provides the uniqueness
of the equilibrium wage.

(b) Using an implicit function theorem to determine the relationship between w and

T,
dF(w) Olw* (w*—1)
dw _dr — G - > 0.
dT w* %SU) ]:(w):O 27‘11)*2 + Qlw* + :U_*

(c) Let p* be the equilibrium relative price. Taking the derivative of both sides of
Equation (2.10) with respect to .

dw|  20dp

dr Cpldr

dp
that —
SO a dT

p? dw

20 dT w*

w* p* p*
(d) First, note that 7, is positive when [ > 6%. Second, Equation (2.10) and wage
equation (2.9) lead to the following equation, which implicitly determines the equilibrium

relative price for a given 7:
G(p,7) = 7Ip° + p* — 0*Ip* — 6?1 = 0. (B.1)

Subsequently, the cut-off of 7 for a price reversal is the root of G(1,7) = 0, i.e., 7. Thus,

we have

16> —1 - 16? — 64
Tor =
g [ —6? [ —6?
where the last inequality is derived from Lemma A.2. Accordingly, a price reversal can

=0 > 7,

only occur in the no-arbitrage equilibrium, and it occurs iff 7 > 7,,,.
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C Relationship between p; and 7

Using the implicit function theorem to determine the relationship between p; and 7,

dpy _ T
dr - dH(p1)

dp;  'H(P1)=0
92¢2f2(27¢fe - L1p1) L2p1 (TLIP% "’_er)
T BL3Lip(r? — 1) + 4T L L3P} + 40 f.0%py (270 f. — Lup?)

The denominator is positive because 27 f, — Lip? = TLap3 > 0 holds from the free-entry

condition of (2.5). Meanwhile, the numerator is as follows:

4002 F2 (21 f. — Lip?) — L2p*(rLip? + 0 f.)

- — Lip? -
= 2010 Lap} (20 f. — =) + U f Lt -
L, L3p}

Ly L%p?
T

= 21;][.602[/1[/2}7%]7; + lﬁfeLg 411 -
L2p1

= Ly Lop} (24 fo6°p3 — ) + U feL3py
(92L1p3p§ B L2p1>

> Ly Lop} + Q/erL2P1

where the first equality is from (2.12), and the last inequality is from the fact that L; > Lo
and 9p2 = w > 1 based on (2.10).
Therefore we have dp,/dr > 0.

D Proof of Proposition 2

(a) Uy — Up = 21 — 2 = %22y — 1) = L(w307 — 1) > 0.

p1 p2
(b) As d’” > 0 holds, it is easy to derive de = %% < 0. Dividing (2.5) by p? yields
2
5 6? Lo
Ui = —(L1 + ), (D.1)

- 20fe
where A = 7p%. Rewrite G(p,7) = 0 of (B.1) as

Gu(A,7) = 1A> + A* — *lAT — 6°7° = 0.
Using the implicit function theorem to determine the relationship between A and 7,

L 6°1A + 30272

N ¢ >
dr — WA, T 24+ A+ EF
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Differentiating (D.1) with respect to 7 obtains

U, 03 LydA

T A E

which leads to dU; /dr < 0. Furthermore, based on dw/dr > 0 and dps/dT > dp,/dT > 0,
it is clear that dUs/dt < dU,/dt < 0 holds. In other words, welfare in the smaller country
faces a sharper decrease when trade costs increase.

E Proof of Proposition 4

Immediately, we have

_14+12-0)+/(3+10)> +4(0 — 1 —3)

p(1) 21+ 1) ’

p(7) =7

from (2.25). The implicit function also leads to

CAVI+0+(1T—1D)O0 - D2 +40+1)(0 —1) +C,
A0+ 120 +10) I+ 0+ (1 -0 - DR +40+1)(0 - 1)
Cs
21+ 17)[(0 + 1607)2 + 174(72 — 1)]

(1) =

P'(7) =

where

C1 =2+2(6+40+06%) +1(1 —1)(4+0)[1+ (2+1)0)
>0,
Co =2(0 — 3) — I[12 + 41 + 0 + (15 + 81)8 + 26* + I*(1 + 1)67],
Cy =(1 — DF[FI+ 1)1 4207) + 2(F2 = )] + 73(7* — 1) + 27%(#2 = 1)
—2(7* — 1) A(7).

Expression (E.1) is positive because

CAII+0+(1=1)O0—-DP+4(1+1)(6—1)+Cs
>Ci[1+60+(1—-1)(0—1)]+C

=21+ D[7(1 = 1)*0* +2(1 — 1)*0* +2(0* — 1) + (I — 1)0(70 — 1)]
>0.

Meanwhile, (E.2) is positive because A(7) =0, 1> 1, and 7 > 1.
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We apply Equation (2.26) to examine the wage rate w(7). Noting that ICy(p) also

directly depends on 7, we use the notation K (p, ) here. Subsequently, we have

w(l) =1,

U),(l) :alcl(gs—l)’ 1) + alcl(g](j)’ 1)
B 1 { 410 — 1)

2+ 1)+ 1—=Ip)(1+10) L\ A0+ 1)@ — 1) + (10 + 1) + 1416

p'(1)

(=D[7T+1+(1—-1)0] 5
. 3+l+z9+5+\/4(z+1)(9—1)+(z9+1)2} o _1}
=0,
w(F) =5,
w(p) =PI | ST,y

T2002(1+ 17)2 + 772 — 1)]
{17 = DT -1+ (1 -DF+ D]+ 17 -1}
>0.

Now, we turn to prove Proposition 4.

(a) According to Equation (2.25), we can have

_ 2 _ 2
(r—=1)[lp* = (1 —Ilp+70)?] P11
T(1—Ilp+ 70)% + Ip?

w? = Ksy(p) =

The inequality holds because p € (7,7 + 1/1) in the arbitrage equilibrium.
(b) Let x = p/7. Subsequently, (2.25) can be written as

Kz, 7)= [ICg(x,T)]2 — Ky(z,7) =0, (E.3)
where ) o
[——l(m—l)]— R
IC = T T IC = y—T
3(z,7) (1+ir)(x—1)2+2’ 1(@,7) Ty? + la?’
and ) ) .
y=——(e—1l, ze[l,14+—], y€[0,-].
T Ir T
Subsequently, we have
OK4(x,T) B 2lz?(12 — 1) + 72(122* — y*) -0

or T2(l2? + y?71)?
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where the inequality holds because of the inequalities [22* > [? > 1 > y2. Additionally,
it is easy to verify OKs(z,7)/07 < 0 from 9{[L — I(x — 1)]¢}/07 < 0 and O[(1 + I7)(z —
1) + 2]/01 > 0. Therefore, Equation (E.3) decreases with 7.

Moreover, the relationship between K(x,7) and z is derived as follows:

OKs(x,7) O(1+17) 11— [lr(z—1)>?
T__7_2[(1+l7_)(x_1)2+x]2{2(x_1)+1_ﬁ+ = }
<0,
Ok4(x,7) 2yla(y +lx), ,
oz (L2 4 gy27)2 (77 =1)>0.

The implicit function theorem gives

dp _ OK(x,7)/0T

drr (7) = K (x,7)/0x <0,

leading to the result of (b).

F Proof of Proposition 5

We rewrite the arbitrage equilibrium conditions in the form of cut-off variables. First, we
transform Equations (2.4), (2.15), (2.17), (2.18).

TW1Yirs + pil _ > Tw1Y 4 + w1yl
1+7 1+71

* P1 w1¢* * *
Yop = <? :> . L= (]92 —pil+ TPl = )Twﬂ/flTA-

P1 = wﬂﬁ; P2 = (

)

Therefore, we can use w, ¥, and ¥j; 4 to represent pi, pa, Vi, and 3 ,.

Subsequently, the free-entry condition in country 1 (2.16) can be rewritten as
Ly + TLotp(7 4 = 211, (F.1)
and the free-entry condition in country 2 (2.19) can be rewritten as
2<L *2 L 3*2):2f7 F2)
Wi (Lyh1” + LoT 174 Tfe. (F.

Further, the budget constraint in country 1 (2.22) can be rewritten as

TYipa(Ny + 72 No) (L0} + TLotir4)

Ny + No)f — (Ny + 72No)o) =0, (F3
(N1 + No)op — (N1 + 77 No)hipy + (rL1 + Lo)0] Lo (F3)
and the budget constraint in country 2 (2.23) can be rewritten as
1A (V- 2Ny (Lya)t Loy}
wiipa(N1 + 7°No) (L1h] + 7Lt p4) — 0,. (F.4)

(TL1 + Lo)y
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The trade balance (2.24) can be rewritten as
LyNoti*(TLy + La) + 7Ly 4 (T° Ly Ny — LyNy) = LiLopjipa (N1 + 72No).  (F.5)

The five equations above with five endogenous variables (wy, ¥, V{4, N1, and Ny) yield

the following wage equation:

M(w) =w(l — 7w?) + (70 — w?0 + 7w — T3w)

| (F.6)
+ [l(rw? — 1) (7 — w?)]2(0] + Tw) = 0.

This implicitly determines the relative wage rate w as a function of 7, 8, and [. The other

variables are given by

-1 1 T 1 QILIDI
Y =12D Y4 =192D Ny =
01L2D1D2(L1D1 + TLQDQ)

(Llp% + TLQD%)[D%(TLl + LQ) - T2L2D1D2 + T4L2D%]

N

Ny =4~

where

N

27 fo(Tw? — 1) 2f.(1 — w?) ] 2
Lyw?(72 — 1) Lotw?(t2 —1)]

Note that d(y7/1)/dip = —Dy/(2¢)%) < 0 holds, indicating that the cut-off of domestic
supply 9} increases less proportionally with the upper limit 1.

|

) D2:|:

Combining the above results with Equations (2.20) and (2.21) yields the following

expressions for welfare:

. wTTA L191 + TwLQQQ
9 = =

U1:n1 :Nl(UJ)+N2(UJ), ngn

(G 2fe ’
where the second equation comes from the facts of
Yoa = TWYIrs,  Nie = w—:Nz = 2. =1,2

obtained from (2.4), (2.15), (2.18), and (2.28). Thus, we have
dU1 . U1 @ U2

i C—— F.7
dip 2" dy 29 (F7)
Note that (F.6) is independent of v). Therefore,
i@_i@_i<_ﬂ> __Ldn
dp dr  dr &y dr 0/ 2 dr’ (F.8)

d dU,  d dU, d<_@>:_i@
21) ) dr

dp dr  dr dy  dr
Accordingly, a higher 1) reduces the slopes of both dd% and dd%.
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F.1 Model 1. Mean-preserving spread model with uniform dis-

tribution

In the above setup, the mean productivity decreases with 1). Therefore, we need to clarify
whether the utility reduction comes from a higher level of heterogeneity or lower mean
productivity. To clarify this issue, we assume that the marginal labor input 1 follows a
uniform distribution in [t//2 — by, /2 + b;] in both countries, where /2 > b; > 0. A
larger by represents a higher level of heterogeneity. This setting maintains the average
productivity at 1) /2 when we investigate the impact of the heterogeneity level by increasing
b.

The equilibrium conditions are rewritten as follows.

The free-entry condition in country 1:

*
wlTA

(Tp2 — Ywy) Ly + (p2 — Tw1) L] g(2))dyp

—by

o

G

[ = v gl = fao
Yira

The free-entry condition in country 2:

2 V5r

[(p2 — ¥) Lo + (Tp2 — 7)) L] g()dy) + / (p1 — TY)Lag(Y)dyp = fe.

—b1 w;A

o

The budget constraint in country 1:
Tpang + pi(n1 — na) = wib;.
The budget constraint in country 2:
NP = 0.

where ny = N; + Ny and ny = ff_ﬁ;f Ny (W) dip + fgé‘_/; Nopia (1) dib.
The trade balance: ’ ’

Y34 V3 Yira
TpoLy Nopip(ap)drp + p1Ly Nopio()dip = pyLs / Nip (¥)di.
b1

U4 S=bi

[NISH)

F.2 Model 2. Mean-preserving spread model with quadratic

distribution

To avoid the potential influence of the special characteristics of a uniform distribution,

the second model assumes a quadratic distribution. The productivity of the entered firms
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is described by a quadratic distribution:

0 if 1 <0,

_¥y3 72 " . -

Gy) = 9§ 0| - By B4t ity <,
1 if > 1.

Density of firm productivity is

N2 g L. _
wiw) = | Bl(v=3) —H|+yrvena. _
0 if ¢ ¢ [0,9].
Similarly, a larger b, indicates a higher degree of heterogeneity, while average firm pro-
ductivity is always /2. Subsequently, we rewrite the equilibrium conditions using the

new density function as follows.

The free-entry condition in country 1:
Yira
/ [(Tp2 — Yw1) Ly + (p2 — Twy) Lo 9o (¥)di
0

¥y
+ [ o= vw) Ligy (0o = oo
Yira
The free-entry condition in country 2:
V34 Yor
[ e 0+ o= el g+ [ = o)Ly = 1.

The budget constraint in country 1:
Tpana + pr(ny — na) = w6
The budget constraint in country 2:
Naps = Os.

Here, ny = Ny + Ny and ny = foﬁm Nipigr () dyp + f 24 Nopigo (V) dip.
The trade balance:
TZ);A w;T d))lkTA
Ly Nopigo()dp + pr Ly Napiga(V)drp = paLs / Nyt () d.
0

0 Ui
G Proof of Proposition 6

At first, the HME in terms of wages (i.e., w > 1) holds from propositions 1 and 4. Now

we examine the HME in terms of firms share.
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In the arbitrage equilibrium, we rewrite trade balance equation (2.24) using (2.26) as

follows:
Ny _ Lior

E N L2 w .
From the second equality of (2.26),
(72 = 1)(1 —Ip + 71)*
(1 —Ip + 71)? + [p?

w<w?=71-—

Accordingly, inequality Ny /Ny > L;/Ls holds.
In the no-arbitrage equilibrium, we rewrite trade balance (2.8) using (2.10) as follows:
N _Lpt I
N2 L2 w Lgp .

As verified in Proposition 1, p < 1 only holds when [ > 6? > 1 and 7 > (16> — 1)/(l — 6?).
Therefore, the HME in terms of firm share does not hold when the population size gap

and trade costs are sufficiently large.

H Analytical proofs for Section 2.7

H.1 Trade structure

Here, we show that p > 1 holds in the no-arbitrage equilibrium as longas § > 1 and [ < 1,
which is observed in Figure 2.16. Note that the price in the no-arbitrage equilibrium is
the root of Equation (B.1). We have

Gl,r)==[(r-1DE -+ 1+ 1> -1)] <0,
G(r,7) = A(r) > 0.

The second inequality holds from Lemma A.2 giving A(7) > 0 when 7 > 7.

Moreover, we have

dG(p, 1)
dp

2 2
= 67Ip° + 4p> — 20%1p = A7lp° + 2p° + 9(p.7) + 677 : (H.1)
p

This implies that G(p, 7) increases at the equilibrium price. Accordingly, Equation (B.1)

has a unique solution p* € [1,7] when [ < 1.

H.2 Proof of Proposition 8

(a) As verified in Appendix H.1, the relative price in the no-arbitrage equilibrium satisfies

p > 1 when [ < 1. Therefore, arbitrage is possible only in country 1. As Lemma A .4
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still holds when [ < 1, the relative price falls in (7,7 4+ 1/I) in the arbitrage equilibrium.
Consequently, the market price is higher in country 1.

(b) When 10 = 1, (2.34) yields w = 1 and p = v/# in the no-arbitrage equilibrium.
Additionally, we can simplify Equation (2.2) to

Ap(T) =710 +07° — 01 — 0° = (7% — O)(7* + 072 + 07 + 6°). (H.2)

Thus, the root of Ag(7), 75 = V0 is the trade cost threshold between the two types of
equilibria.
To consider the arbitrage equilibrium, we simplify wage Equation (F.6) using [ = 1/0:

3

Mp(w, 1) Ew(1—7w2)+7—w2+%_ﬂ
+ {(Tw —12(7'—11) )r(ler):o.

We have
(2 1)V 1)

7 )
Accordingly, equilibrium wage w is 1 iff 7 = 1 or 7. Moreover, we have
_ Vo1 >0
20 ’

Vo —1
20

Mp(l,7) =

d-ME(va)
! _ dr
w(1) =~ it
dw w=1,7=1
dMEg(w,)
/[~ _ dr
w <TE) o dMEg(w,)
dw

< 0.

w=1,7=Tg

Therefore, the equilibrium wage always satisfies w > 1 when 7 € (1, 7g), indicating that
the wage rate in country 1 is always higher in the arbitrage equilibrium.

(¢) In the no-arbitrage equilibrium, we have the following from (2.34):

1
U 012
- (2) >
Us 0,
In the arbitrage equilibrium, we calculate the utility difference according to (2.20) and
(2.21).

l(p—T)—l—pT—lN1+ (L+7l)(pr—1)
D D

U —Us=n; —ng = N2>O,

where the inequality is due to p > 7 from (a).
(d) According to Appendix F, the signs of (F.7) and (F.8) are independent of I. There-

fore, an increase in 1 still mitigates the impact of trade liberalization.
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(e) In the no-arbitrage equilibrium, it is straightforward to calculate the ratio of cut-

offs between the two countries according to (2.34).

ﬁ:(&)2>1 ﬁ:(ﬂ>2<1
(2 Ly sy Ly

In the arbitrage equilibrium, inequalities (2.31) and (2.32) still hold when [ < 1.

Ui p

Vsa w1l —(p—71)i]
Yira _ 1—(p—7')l <1,
¢;T pw

> 1,

where the inequalities are owing to p > 7 > w > 1 from (a) and (2.36).
Therefore, the selection effect of domestic supply is always stronger in country 2,

whereas that of exports is always stronger in country 1.

H.3 Simulation parameters

The parameter values to draw Figure 2.14 are
T:]., fe:0~27 L1:4, L2:6, 61:1.5, 02:1

The parameter values to draw Figures 2.16a, 2.17a, and 2.18a are

0=2 f.=02 Li=4, Ly=28, 0, =15, O, =1.

The parameter values to draw Figures 2.15, 2.16b, 2.17b, and 2.18b are

V=2 f.=02 Li=4, Ly=6, 0, =1.5, 0, = 1.

The parameter values to draw Figures 2.16¢, 2.17¢c, and 2.18c are

V=2 f =02 L =4, Ly=5, 0; =15, 0 =1.

I Initial allocation of emission allowances

In this Appendix, we assume only part of the initial allowances are allocated to the firms,
while the rest are auctioned by the government. We use £ to denote the share of allocated
initial allowances. Therefore, the mass of entrants becomes

_¢E

==

M.
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The price index is still written as

P - osP kN, 1104'0:7
c—1\k—-—0o+1

The zero cutoff profit condition remains

k—o+1
O pr— * — e = L— - F
m(t) — e = ol 2=~ F
which yields
k — 1
N, = QL%. (I.1)
The distribution of active firms is written as
(o) = 32 _ koy !
ST Glern) et
Moreover, we have
E (o\F
Ne = MeG(SO:) = §T (ﬁ_@) .
e ¥
Combining this with (I.1), we obtain the cutoff
. _|ceL(k—0o+1) g
Fe = cokFE '
The emission-clearing condition is rewritten as
- ve o—1
E= ee(@i) Nepie(ps)dp; = afL )
0 so

from which we can obtain the emission price in the ETS:

afL(c —1)
§=—=.
ok
Note that the total supply of the emission allowances still equals £. The price of auctioned
allowances should be equal to the ones that are traded in the emission market. The
difference is that the auctioned revenue belongs to the government, which is redistributed

to the individuals later.
The total profit of firms is

g

L Ef.
:Oé_—FNe—é- f
g

- [ " [PelOdl) ] N, — M+ s
0

+ €Es.
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The government determines the initial allowances € to maximize the utility of a rep-

resentative resident:

_ a I (1-¢~Es
—aln — —_ _ A P
We(e) anPe+1 a+L+ 7
fE  aloc—pk—1)
:1 — —_
ataf =Tt ko
BLp falN 1= rale(k — o+ 1)1 aBL(c — 1)78-1
aln{ E (ﬁ) [ okFEE } [ oFE ] }
The FOC is feE kLB
E «
1= Je 9 .. % e
Wi(e) = 27 s 0 giving e 1
and the SOC is 123
W) = ~ gy

E2 f2)3¢2 <0
Thus, the equilibrium of the optimal ETS is solved out:

B al
kS

Therefore, the market outcome and social welfare are independent of the initial allocate

€.

felk+1—0)
oF

o) = [ ] M. ()

J Optimal allocation

The social planner maximizes the following representative utility with a labor resource

constraint:

oo 2 eo(goi)ﬁlo(gai)l_ﬁ e }
max W = In / [ } M,dG (o
{eo(pi)lo(i): Moot} o—1 { o LBA(1—pB)1 Py ()

#1221 %00 + Py + 1]

s.t. MO[ /O " eo(gpi)dG(gpi)] ~E. (J.1)

The planner has no control over the uncertainty in drawing ¢; but knows the underlying
distributions G(¢;). Let A denote the Lagrange multiplier associated with (J.1). The
first-order conditions are written as

(1-8)(c—1)—0c _ o—1

_AWo eo(e)’lo(p)) 7 17 M,

dlo(i) =l _S)MO[ BA(1 — B)LBp, LCM ] -7 =0 (J.2)
dw, eols) T ()P o B

deo (i) =of MO{ BA(1 — B)1 =By, LCM } —AM, =0, (J.3)
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*

dw, ac 1 [% Yo
M (o~ 1M -7 [/o (l(@s) + F)dG(p;) + fei| — )\[/0 €o(¢i)dG(¢i)]7
. ao lra(l—=p8)L ©E\Fk E
EEY L[ i +F<@) +fe] A =0 (J.4)
aw, kaaMo st - soo o) 1T
dps (c—1) ) ﬂgp*LCM
k 1 s«k—1
o )+ F] keg, .
YA - MM, =2 e() (1.5)

Then from (J.2) and (J.3), we can obtain

o—1

A=B)e=1)=0 | e,(p;)? o
lo(gpi) 7 Pi — 1
lo(5) ole))? !
©j
o—1
L(e)=f | o Blo=l) 4
Pi eO(SO’L') 7 — 1
M eo(gpj) ’
Pj

which can be used to derive

()

Substituting this condition back into the emission market clearing (J.1), we have

ktl-o oo E
60(901') = L MOSO*kJrlfo"

(1.6)

Multiplying /; and integrating both sides of (J.2), we derive

o(1-5) - / ” () ModG(1) = 0.

Multiplying e; and integrating both sides of (J.3), we obtain

?o
af — )\/ eo(i)ModG(p;) =0, which gives X = Ozf
0

Substituting A back into (J.3) and combining that with (J.2), we can get the ratio of

optimal labor and emission input for each variety

- . (J.7)
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Equations (J.6) and (J.7) imply that
l—0o -k

Y ¥
lo(pi) = aL(1 = B)(k+1— U)W-

After substituting I(¢;), e(¢;), and A into (J.4) and (J.5), we can solve out N, and ¢7.

Finally, the optimal value of endogenous variables is rewritten as

L LEF(o—1)[fEk+1-0)]F
60(901‘) = ©; oL, { F(J — 1) } )

() =l = o - 1) [LEEEIS) T

JFEM o —1) [fotk+1-0)]F
Qolpi) = ¢; ° (aB)PLP [ F(o—1) } 7

oL . [flk+1-0)]% .  aL(k+1-0)
Kf Yo { F(o—1) }  No= kF(c—1)

M, =

K Proof of Lemma 1

(i) If a/e(o — 1) < 1/2, then Fi(y) = 0 has a solution vy € [1/2, La/(La + L%)]. This is
because Fi(1/2) = 2a(La — LY)/(Ho) > 0 and

L L L
A(A) = (s - 2 ) <o
L+ L% clo—1) La+ L% L

The root 7y is unique in [1/2, 1] because

[aLA aLA } _ _Oé[LA(l — )%+ L7 <0
yoH v)oH v2(1 —~)%cH ’
gl 1 o gl
e __ Y (=)
[( 67> 1—7} fy(l—'y)[’y 1+CW( )nl—’y <0,

hold in [1/2, 1], where the second inequality comes from the fact of a/(c — 1) < 1/2.
(i) If 1/2 < afc(c — 1) < La/(La + L%), then Fi(y) = 0 has a solution vy €

la/c(o — 1), 1] because

Qa > _ [La(c —1—ac) — Lyac)(oc — 1) >0 (K.1)

F1 (c(a —1) (0 —1—ac)ocH -
fl(l) < 0, (K2)

where the inequality of (K.2) is because

Inz
lim — = 0.
r—oo
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This root 7y is unique in [1/2, 1] because F(7y) is evidently positive for v € [1/2, a/c(c—1)]
and Fi(7) is decreasing in [o/c(o — 1), 1].

(iii) If o/c(o—1) > La/(La+L%), then Fi(y) = 0 has a solution vy € [1/2, min{a/c(c—
1),1}]. This is because F1(1/2) > 0 and (K.1) is negative. This root v, is unique in [1/2, 1]
because Fi(v) > 0 holds for v € (1/2,7), F1(7) < 0 holds for v € (v, min{a/c(c—1),1},
and Fi(7) is decreasing in [min{1, o/c(o — 1)}, 1].
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