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Abstract

Computer simulation can be used to advance mobility services design and crowd
management. The processes consist of that to model actual mobility in a virtual
space, analyzing various situations using simulation, optimizing services and mea-
sures for better mobility, and providing feedback information to improve real-world
mobility. The motivation of this dissertation is to advance simulation-based mobility
management by studying each process of modeling, simulation, and optimization of
mobility.

In this dissertation, I base on agent-based simulation and focus on modeling,
simulation, and optimization from a human or user perspective. Because people
make decisions autonomously, simulation results will differ from reality unless the
modeling takes those decisions into account. Therefore, the model of agents must
reflect the actual users’ behavior. In addition, because services and measures will
not be accepted unless they are beneficial to users, unless it is shown that the new
services and measures are valuable to users, they will end up being just an armchair
philosophy. Therefore, when analyzing simulations, it is necessary to evaluate from
multiple perspectives, including not only the supply side but also the user side. It
is also important to take into account the fact that the objectives of the supply
side and the users, e.g., service providers and users, are different and conflicting. If
one objective function is used to optimize a service or measure, it may exacerbate
other important objectives. Therefore, it is important to emphasize and incorporate
the human/user perspective in the modeling, simulation analysis, and optimization
processes.

Based on above, The objective of this dissertation is to contribute to more ad-
vanced and human-centered mobility service and crowd management by conducting
research with a stronger emphasis on the human/user perspective in modeling, sim-
ulation, and optimization topics.

In research of modeling, I attempt to understand and model the characteristics of

people’s choice behavior from real data. I use travel mode choice modeling to identify
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the selection bias of a new mobile service in the early stages of its introduction. I
collected data on travel mode choice behavior on Mobility as a Service (MaaS) pilot
in Shizuoka city. As a result of mode choice modeling, it was found that the user’s
choice behavior was in line with intuition even in the experimental environment,
while selection bias toward a new mobility service was also observed. This suggests
the importance of considering the selection bias for the new mobility service when
verifying the effect of the initial introduction of the service, such as a demonstration
experiment. In addition, I attempt to model pedestrians’ route choice behavior. 1
show that route choice modeling from real crowd movement data can quantitatively
reveal the existence of herding behavior and autonomous behavior that does not
follow guidance, and that simulations that account for such behavior can improve
the reproducibility of crowd movement. In addition to performing choice modeling
for traffic/mobility service and crowds, I also attempt to extend the general method
of choice modeling. I show that semi-supervised learning can be applied to estimate

choice models even with a small amount of data.

In research of simulation analysis, I attempt to analyze whether the introduction
of new mobility services really benefits users. I present a simulation analysis of the
benefits that MaaS brings to users. The benefits to users of introducing on-demand
shared mobility service (OSMS) in addition to railways and buses and increasing
their transportation options were investigated in accordance with the setting of the
MaaS demonstration experiment in Shizuoka. The results show that the introduction
of MaaS, or in other words OSMS, increases the benefits to users, but the provider
loses profit when the number of users is small. In addition, I analyze the benefits of
introducing meeting points (MPs) in OSMS by simulation. OSMS generally provides
door-to-door transportation between passengers’ origins and destinations. In addi-
tion, services using specific pick-up/drop-off locations, which are called MPs; are also
deployed. 1 conduct a static analysis under simple settings and a simulation anal-
ysis using actual road network data. Results showed that the introduction of MPs
reduces vehicle kilometers traveled as well as the average travel time of passengers
when the number of demands is greater than some threshold. As a research for crowd
movement, I summarize the research trends in spatial design and crowd control from
the viewpoint of crowd simulation and optimization. This survey will help event or-
ganizers and facility managers understand how spatial design and crowd control can

help move crowds efficiently and safely.

Finally, I study multi-objective optimization in order to implement optimization

from multiple perspectives, such as users and suppliers. I attempt to verify whether

ii
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multi-objective deep reinforcement learning (MODRL) can be applied to real-world
problems, such as a crowd route guidance strategy optimization. I investigate prob-
lems of Pareto-DQN, one of the MODRL methods, and propose its improvement. I
clarify the possibility of applying Pareto-DQN to real-problem and the advantages
and disadvantages throughout the experiments using the problem of toy problem and
crowd guidance strategy optimization problem.

In conclusion, This dissertation is summarized, and future works are described.

1il
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Chapter 1

Introduction

1.1 Background

We cannot build a time machine, but we can go to the future with a computer
simulation. The most familiar and practical use case of simulation may be weather
forecasting. Since the 1950s, with the widespread use of computers, computer sim-
ulation has been actively studied and can predict the weather with high accuracy.
Simulation is also used in the design of automobiles and aircraft. For example, airflow
around a vehicle is simulated under various conditions using numerical models, such
as turbulence models. Sometimes, optimization with simulations is used to optimize
the design. Product designs that would be costly in the real world can be repeated
again and again using computer simulation. Design using computer simulations is
now called computer-aided engineering or model-based development.

Targets of computer simulations have expanded to include not only natural phe-

nomena such as weather and airflow around vehicles but also social phenomena. Fifty

years ago, the Club of Rome, Swiss nonprofit, informal organization of scientists,
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Figure 1.1: Concept of Digital Twin

economists, educators, business managers, etc., reported ”Limits to Growth” [14].
They used system dynamics, which is a model based on differential equations, to
simulate population, food, and pollution trends up to the year 2100, and reported
the conclusion that ”if trends such as population growth and environmental pollution
continue at this rate, growth on Earth will reach its limits within 100 years due to
resource depletion and environmental degradation”. After this, simulations of various
social phenomena and improvements in simulation methods have continued. Nigel
Gilbert, a pioneer of agent-based models, stated "computer simulation has a similar
role in the social sciences to that of mathematics in the physical sciences” [15]. Thus,
computer simulation has become a powerful tool for understanding and improving

society.

In 2003, the concept of simulation, which reproduces real entities and environ-
ments in the virtual space, was extended to the concept of Digital Twin [16]. The
difference from the simulation is the close relationship between real and virtual space.
As shown in Figure 1.1, data from the real space is measured, and the virtual space
is modified to match reality at near real-time frequency. It then finds the desired

state in the virtual space and feedback information or executes some process to the
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real space in order to bring the real space closer to that desired state. The system
then measures the real space that is updated by the feedback and modifies the virtual
space again [17]. This continuous connection between the real and virtual spaces is
the decisive difference from conventional offline simulation. The realization of Digi-
tal Twin has accelerated in recent years, driven by industrial developments such as

Internet-of-Things (IoT), Big Data, and cloud computing.

Applications of Digital Twin are mainly in the manufacturing industry. It enables
simulation and optimization of production systems, including logistics, and visualiza-
tion of the manufacturing process. When a new order is received, production planning
can be constructed in a virtual space. Real-time monitoring of the production system
enables the user to grasp the condition of the machine and simulate future conditions
in a virtual space, allowing the user to prepare for maintenance in advance [18]. Dig-
ital Twin is originally designed to improve manufacturing processes using simulations
that have highly accurate models of individual components. However, with increas-
ingly large and accurate building information models (BIM) combined with big data
generated from IoT sensors in a smart city, it became possible to create Digital Twin

for smart cities [19].

As mentioned above, computer simulations and Digital Twin are increasingly tar-
geting societies and cities. The social simulation covers the economy, financial mar-
kets, SNS, infectious diseases, transportation, crowd movement, migration of popula-
tion, power systems, and so on. The main domains of smart cities are transportation,
environment, energy, healthcare, buildings, infrastructure, public safety, living, gov-

ernance, and education [20, 21].
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1.2 Motivation

"The road to hell is paved with good intentions.” — — Unknown

Sometimes measures implemented to improve the current situation lead to worse
results. For example, the Downs-Thomson paradox is a well-known example [22, 23].
A traveler can move from point A to point B either by public transportation or by car.
When demand for public transportation increases, the number of services is increased,
and travel time becomes shorter. When demand for car increases, the number of
vehicles on the road increases, and the travel time get longer. Under these conditions,
if the road is widened to reduce congestion on the road, car use will increase, public
transportation demand will decrease, and public transportation service will decrease,
resulting in a longer travel time than before the road was widened. Braess’s paradox
suggests the same thing [24].

Simulation allows for predicting results before the measures are implemented. In
other words, simulation can be used to advance the design of mobility services and
the management of crowd movement. Specifically, the processes are to model actual
mobility in a virtual space, analyze various situations using simulation, optimize ser-
vices and measures for better mobility, and provide feedback information to improve
real-world mobility. The motivation of this dissertation is to advance simulation-
based mobility management by studying each process of modeling, simulation, and
optimization of mobility as shown in Figure 1.2.

In particular, in this dissertation, I base on agent-based simulation and focus on
modeling, simulation, and optimization from a human or user perspective. Because
people make decisions autonomously, simulation results will differ from reality unless

the modeling takes those decisions into account. Therefore, the model of agents must

4
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Modeling Simulation Analysis Optimization
. /-—-z—-«'V’\\
(. Model - ) :
\ e/ ] /
RS Q|-
R |
Simple models that do not Evaluation from Optimization from
reflect actual behavior one perspective one perspective

Sophisticated model reflecting Evaluation from multiple Optimization from multiple
actual users behavior data perspective including users perspective including users

Figure 1.2: Concept of this dissertation.

reflect the actual users’ behavior. In addition, because services and measures will
not be accepted unless they are beneficial to users, unless it is shown that the new
services and measures are valuable to users, they will end up being just an armchair
philosophy. Therefore, when analyzing simulations, it is necessary to evaluate from
multiple perspectives, including not only the supply side but also the user side. It
is also important to take into account the fact that the objectives of the supply
side and the users, e.g., service providers and users, are different and conflicting. If
one objective function is used to optimize a service or measure, it may exacerbate
other important objectives. Therefore, it is important to emphasize and incorporate
the human /user perspective in the modeling, simulation analysis, and optimization

processes.
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Figure 1.3: Overview of this dissertation.

1.3 Objective and Contributions

The objective of this dissertation is to contribute to more advanced and human-
centered mobility service and crowd management by conducting research with a
stronger emphasis on the human/user perspective in modeling, simulation, and op-
timization topics. The outline of this dissertation and its relation to the publication

list are shown in Figure 1.3

This dissertation describes research in the order of modeling, simulation, and
optimization. The modeling part consists of Chapters 2, 3, and 4, which attempt
to understand and model the characteristics of people’s choice behavior from real
data. The simulation part consists of Chapters 5, 6, and 7, which attempt to analyze
whether the introduction of new mobile services really benefits users and to organize

the application of crowd simulation to clarify the findings. The optimization part
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is Chapter 8, which attempts to verify whether multi-objective deep reinforcement
learning (MODRL) can be applied to real-world problems, such as the crowd route

guidance strategy optimization.

In Chapter 2, I model the travel mode choice behavior and identify the selection
bias of a new mobile service in the early stages of its introduction. In Mobility as s
Service (MaaS) demonstration experiment conducted in Shizuoka City in 2019, on-
demand shared mobility service (OSMS) was introduced in areas where trains and
buses are operating, and citizens used a smartphone App. that allows them to search
for routes. I collected data on travel mode choice behavior from the usage history
data of the App. As a result of mode choice modeling, it was found that the user’s
choice behavior was in line with intuition even in the experimental environment,
while selection bias toward OSMS was also observed. This suggests the importance
of considering the selection bias for the new mobility service when verifying the effect

of the initial introduction of the service, such as a demonstration experiment.

In Chapter 3, I describe the choice modeling for pedestrians’ route choices. I show
that route choice modeling from real data can quantitatively reveal the existence of
herding behavior and autonomous behavior that does not follow guidance, and that
simulations that account for such behavior can improve the reproducibility of crowd
movement. In experiments, we measure crowd movements during an evacuation drill
in a theater and a firework event where tens of thousands of people moved and prove
that the crowd simulation incorporating the route choice model can reproduce the

real large-scale crowd movement more accurately.

In Chapter 4, I introduce a new paradigm of choice modeling. In recent years,

neural networks (NNs) techniques have been developed in the field of artificial intel-
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ligence to model human information processing with high accuracy. Therefore some
choice models incorporating NNs have been proposed. NNs make it possible to rep-
resent heterogeneous preferences in decision-making more accurately. On the other
hand, learning a model using NNs requires a large number of data. In this study,
I show that semi-supervised learning can be applied to estimate choice models even

with a small amount of data.

Chapter 5 presents a simulation analysis of the benefits that MaaS brings to
users. The benefits to users of introducing OSMS in addition to trains and buses
and increasing their transportation options were investigated in accordance with the
setting of the MaaS demonstration experiment in Shizuoka. The results show that
the introduction of MaaS, or in other words OSMS, increases the benefits to users,
but the provider loses profit when the number of users is small. If the number of
users increases and the number of OSMS vehicles and fares are adjusted, the provider
also archives benefits. However, since the share of trains and buses is reduced by the
introduction of OSMS, coordination between the different operators of each mobility

service is necessary.

In Chapter 6, I analyze the benefits of introducing meeting points (MPs) in OSMS
by simulation. OSMS generally provides door-to-door transportation between pas-
sengers’ origins and destinations. In addition, services using specific pick-up/drop-off
locations, which are called MPs, are also deployed. The operational efficiency of
OSMS could be improved by asking passengers to walk to an MP. However, the
travel time of passengers (i.e. passenger convenience) has not been sufficiently ex-
plored. I conduct a static analysis under simple settings and a simulation analysis

using actual road network data. Results showed that the introduction of MPs reduces
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vehicle kilometers traveled as well as the average travel time of passengers when the
number of demands is greater than some threshold.

Chapter 7 summarizes the applications of crowd simulation. I summarize the
research trends in spatial design and crowd control from the viewpoint of crowd sim-
ulation and optimization. I first introduce the evaluation indices of crowd movement
in terms of efficiency and safety. Then, I explain the current findings on spatial de-
sign and categorize the methods of crowd control, ordered by the level of pedestrian
behavior. In the end, the challenges and approaches are discussed based on the previ-
ous research. This survey will help event organizers and facility managers understand
how spatial design and crowd control can help move crowds efficiently and safely.

In Chapter 8, I examine the applicability of MODRL, one of the approaches for co-
ordinating multiple needs, to real problems. I investigate problems of Pareto-DQN,
one of the MODRL methods, and propose its improvement. I clarify the possibil-
ity of applying Pareto-DQN to real-problem and the advantages and disadvantages
throughout the experiments using the problem of toy problem and crowd guidance
strategy optimization problem.

Chapter 9 concludes the dissertation. I discuss the future work and summarize

the dissertation.






Chapter 2

Mode choice model in Mobility as

a Services

2.1 Introduction

The modeling approaches of human mobility can be classified into macroscopic
and microscopic. The macroscopic approaches treat and model people as a group. On
the other hand, the microscopic approaches model each individual trip or behavior.

First, I describe macroscopic approaches of modeling human mobility. In the
transportation research field, Four-step model has been mainly used to model human
mobility and to forecast traffic demand [25]. This model predicts where people will
move from where to where, when, by which modes of transportation, and by which
route, divided into four stages: 1) trip generation, 2) trip distribution, 3) model split,
and 4) traffic assignment. Four-step model was proposed in the 1950s and has been

used for expressway demand forecasting.

Since the 1990s, Activity-based model has been developed based on the idea that
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mobility is a derivative demand of individual activity [26]. Tt is a microscopic modeling
approach because it focuses on individual activities. The model describes each activity
of travel, including the trip destination choice and the travel mode choice. Hasnine et
al. summarized the differences between Four-step model and Activity-based model,

as shown in Table 2.1.

Assuming that the decision of the trip time of day is the choice of the start time
of travel, we can see that some of this model, including trip destination choice, mode
choice, and route choice in the part of network assignment, are based on people’s
choice behavior. By modeling people’s choice behavior, we can understand the reasons

for choice and preferences in choice behavior.

In recent years, new mobility services, such as on-demand mobility services and
Mobility as a Service (MaaS), have begun to spread. MaaS is based on the concept
of integrating multiple transportation modes as one service, such as railways, fixed-
route buses, taxis, and new on-demand services like ride-hailing. MaaS is proposed
by Heikkila [27] and Hietanen [28] in Finland in 2014. In Helsinki, Finland, traffic
congestion between a city and suburbs has become a problem, and the concept of
MaaS was born as a solution to improve the convenience of public transportation

that is necessary to reduce the dependence on private cars.

However, the analysis of travel mode choice behavior in such services is insuffi-
cient. Several studies have conducted questionnaires, collected data on people’s choice
behavior, and analyzed preferences in choice [29, 30, 31, 32, 33, 34, 35, 36, 37]. Since
demonstration experiments and actual services are beginning to spread, it would be
possible to analyze people’s realistic behavior if actual data could be used for model-
ing.

12
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Therefore, in this section, I attempt to model travel mode choice behavior in
a MaaS demonstration experiment using actual data. A MaaS demonstration was
conducted in Shizuoka City in Japan, in November 2019 where on-demand shared
mobility service (OSMS) was introduced into public transportation modes such as
railways, and fixed-route buses. To improve the convenience of public transportation,
only railways and buses that are operated with fixed timetables and routes are not
enough, so OSMS is an important key for MaaS. OSMS such as Via and UberPool
are becoming popular. OSMS has the characteristic of riding people together who
travel by a similar route. For users, the fare is cheaper than taxis, and it is possible
to move more flexibly than buses, and for the provider, the demand can be processed
with a small number of vehicles, which improves driving efficiency. I collect data
and perform modeling in a MaaS demonstration experiment to understand choice

behavior in the MaaS pilot and investigate the attractiveness of OSMS to users.

This chapter is organized as follows. Section 2.2 explains the choice modeling
methods. Section 2.3 describes the MaaS pilot and data collection. Section 2.4
describes the estimation results of the mode choice model and summarizes the insights

from the modeling. Finally, Section 5 provides a summary.

2.2 Choice Modeling

When we travel, we choose a transportation mode from among bus, train, taxi, and
other options. Modeling such decision-making behavior is called "choice modeling”.

When the options are discrete, we call it ”discrete choice modeling”.

13
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2.2.1 Discrete Choice Model

Discrete choice models (DCMs) can be applied to a wide range of fields, in-
cluding marketing (e.g., product/service, brand choice), transportation (e.g., route,
transportation mode choice), and economics (e.g., policy, migration location choice).
Therefore, DCMs have been developed not only in economics but also in the field of
transportation engineering.

DCMs are based on random utility maximization theory [38]. This theory assumes
that when people make a choice, they choose the option that maximizes their utility.
Figure 2.1 shows the process of a transportation mode choice. Utility basically consists
of attributes of alternatives & such as travel time and monetary cost, and preferences
3 for those factors. The utility also depends on individual characteristics z such as age
and gender. The utility function is consisting of two terms. The first is a deterministic
term V' that function of @, 3, and z. The second is a probability term . Since the
true utility of the decision maker is unknown to the analyst, the probability term is
used to represent utility probabilistically. The utility of each transportation mode

and the choice probability are calculated, and the final selection is determined.

2.2.2 Multinomial Logit Model

In a basic model of DCMs, Multinomial Logit Model (MNL), the utility function
is often represented by the linear sum of «, 3, and z. In MNL, the utility function U;;
for individual 7 choice j is shown below. The utility function consists of a determinis-
tic term V;; and a probability term &;;. In general, the deterministic term is expressed
as a linear sum of the k observable factors z;j; and preferences f;. The probabil-

ity term contains uncertainties such as unobservable factors, factors other than the
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Figure 2.1: The process of choice

deterministic term, and measurement errors of the factors of the deterministic term.

Uij = Vij + €ij (21)
Bijo + Z BijkTijk + Eij (2.2)
k=1

where, x that describe the observed attributes of the choice alternative (e.g., the
price or travel time associated with the mode), and the individual socio-demographic
characteristics (e.g., the individual level of income or age) [39]. f, is an alternative-
specific constant (ASC) and, it expresses a bias toward an alternative.

Assuming a Gumbel distribution for the probability term, the probability that an

individual ¢ will choose option j from a choice set C' is as follows

P(j) = exp(Vi;)

=S eVl 23)

The preference parameters 3 are estimated by maximizing the log-likelihood func-
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Figure 2.2: Nested tree. SAVS is correspondent to OSMS.

tion given by

LL(B) = Z Zyij log P,(j) (2.4)

where, y;; is 1 when an individual ¢ chooses option j, and 0 otherwise.

2.2.3 Nested Logit Model

MNL does not consider the correlation between choices and may overestimate the
selection probability. Nested Logit (NL) model is also based on the principle of utility
maximization, is derivation of a logit model, and nests similar options to consider the
correlation between options [40].

In our case, the nested tree is as shown in Figure 2.2. Smart access vehicle service
(SAVS) is the name of the OSMS service used in this MaaS demonstration experiment.
The choice probability of the main mode m and the route r is defined by the following
equation (2.5), and is the product of the route choice probability and mode choice

probability.
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P(m,r) = P(rlm)P(m)

eXp (er> eXp (TIm (vm + Vrlrz))
Zr’ exp (Vi) Zm’ exp (s (Vinr + V7;1’)) ,

where 7, is a scale parameter of a Gumbel distribution of a mode choice.
Vi is the deterministic term of the route r whose main mode is m, and is defined
as the linear sum of the price, travel time and number of transfers, and their weights,

such as

Vm'r - 6price * xpricemr + ﬁtime * xtimem,r + Btransfer * xtransfermr' (26)

And V,, represents the utility peculiar to transportation mode. V is called a
logsum variable and represents the expected value of V,,,. for each mode of trans-

portation, and is defined as (5.4)

1
V= . In Z exp (-Vir) (2.7)

where 7, is a scale parameter of a Gumbel distribution of a route choice.
Generally, the parameters of model such as the weights 3, 1, and 7, can be

estimated by maximum likelihood estimation.

2.3 Data Collection

The MaaS demonstration was conducted in Shizuoka City in Japan, in November
2019 where OSMS (or SAVS) was introduced into public transportation modes such
as railways, and fixed-route buses. For this demonstration, we developed a MaaS App

that enables route search of such multiple transportations.
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2.3.1 MaaS Pilot

The demonstration aims at the following four purposes

Verification of social acceptability for paid operation of on-demand shared ser-

vices

Verification of the operability of the MaaS App

Revealed preference survey of transportation mode choie in MaaS.

Stated preference survey of MaaS schemes usage intentions

The MaaS App is a combined application of a "complex route search service” by
Val Laboratory and "SAVS” by Mirai Share. With the MaaS App, users can search
for multimodal routes such as railway, fixed-route buses, and SAVS, and only make
reservations for a sole and immediate use of SAVS.

Figure 2.3 shows examples of App screenshots when a user is searching routes.
The user can compare routes based on the service levels such as price, travel time,
and number of transfer. As with a general route search service, once a destination is
specified, the route from the origin to the destination will be displayed. The trans-
portation modes are displayed as a icon at the bottom of the App screen. Press the
blue button on the upper right to display the details of the option. The user can check
the service level of the route. For a SAVS option, press the "Start reservation” button
at the bottom to proceed to the reservation screen. The scheduled boarding time,
scheduled getting-off time, and fare for SAVS are displayed. When the reservation
is confirmed, the SAVS vehicle will be dispatched!. The user can check the current

position of the vehicle on the App.

'Note that in this demonstration reservations can only be made for immediate use of SAVS, so
it is not possible to make advance reservations for SAVS for routes that transfer from railways or
fixed-route buses to SAVS.
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Figure 2.3: MaaS App screen examples

In this demonstration, to use the APP, participants were required to register a
LuLuCa membership authorized by the Shizuoka Railway. The LuLuCa membership
card offers the passengers a point card function, a credit card function, and a traffic
IC card function. Traffic IC card records when and where traveler use railways or

fixed-route buses.

The main purpose of this demonstration for this study is to acquire real travel
behavior data, in particular mode choice behavior data, in a MaaS scenario. As
mentioned above, a SAVS usage history can be specified from SAVS system’s log of
the MaaS App. However, the MaaS App doesn’t provide the usage history of railways
or fixed-route buses because the App does not link to the information of reservation
and payment for those modes. Therefore, we try to specify the travelers’ usage using

traffic IC card history.
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2.3.2 Usage of App and Travel Modes

This section describes the basic usage results such as the number of users, user
characteristics, and changes in the number of searches, and then describes the usage

results of each transportation.

App usage

This demonstration attracted 255 MaaS App users for a month. The anonymized
user information was obtained via the registration data of LuLuCa card membership
because the IDs of the App and the card are linked. Figure 2.4 shows the number of
users classified by gender and age. More than 70% of users are male. In particular,
among males, 45-54 years old are the most used (35%), while among females, 25-34
years old are the most used (36%). Only 3% of the users were elderly (65 years old
or older), and only 5% were young people (24 years old or younger). There were no
users under the age of 19.

In addition, Figure 2.5 shows the number of daily searches. The number of searches
of the App. is 899 and the maximum number of searches was 73 per a day. More
users used the route search function on weekdays rather than weekends and holidays.
In the latter half duration of this demonstration, the number of searches increased
especially in the last week, whereas the users, during these two weeks earned LuL.uCa

reward points for every access to the route search.

Each transportation mode usage

Next, we describe each transportation mode usage. From the App log, we calcu-

lated that 179 people used SAVS (315 times). On the other hand, when comparing
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Figure 2.4: Number of MaaS App users by gender and age

the route search results of the App with the usage history by LuLuCa, only 44 out
of 899 searches were confirmed to be used (75 cases were used during the same day,

and 273 cases were using on any day during the experiment).

From a data analysis point of view, there are some limitations to modeling and
simulation from only demonstration data. It seems that some users just used App
as a trial for route search. In addition, some users who use public transportation as
commuting has become a habit, are thought that use transportation without searching
with the App. From these reasons, it was found more difficult than expected at this

point to identify the route that searched with App and actually used.
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Figure 2.5: Number of daily searches

2.4 Estimation of Mode Choice Model

In this Shizuoka MaaS demonstration, we collected 390 mode choice behavior data
that consist of mode/route choice set and choosed result. Of the 390 cases, 315 cases
were identified that SAVS was used. Since the number of samples that can be specified
that railways or fixed-route buses were used is small, we adopted 75 cases that could

be identified as using the same route (at different times) as the recommended route.

Although the number of samples was small, we modeled the mode choice behavior
using the NL model. As mentioned in Section 2.2.3, the explanatory variables x were
price, travel time, and the number of transfers. In addition, we define V,, for SAVS
as an alternative-specific constants (ASC) in order to consider the selection bias that
can occur when a new mobility service is introduced. Therefore, the parameters to

be estimated are weights 3 for the price, travel time, and the number of transfers,
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constant to SAVS ASCsays, and a scale parameter of Gumbel distribution 7,, (we set
n, = 1). Table 2.2 is the estimation result. In the tables, * * x, %%, and *, represent
significance levels of 0.001, 0.01, and 0.1, respectively.

From the statistical values of each parameter and the value of the modified coeffi-
cient of determination of McFadden [41], p?, the estimation results are valid to some
extent.

I find some knowledge from the estimation results as follows.

e The weights 3 were all negative values, and it was found that the sensitiv-
ity for each explanatory variable was reasonably valid even under the MaaS
demonstration experiment.

e Since the SAVS constant (ASCgays) is a positive value, it was found that SAVS
was used more positively than railways and fixed-route buses. This is thought
to reflect the concern that ”in the MaaS demonstration experiment, there may
be a bias toward using transportation that is not normally used.” pointed out
by Durand et al. [42].

e The time of value obtained from the parameter ratio of price and travel time

was 17.8 [yen / minute], and the value is a generally reasonable value.

2.5 Conclusion

I analyze the usage history of apps and estimate a travel mode choice model for a
MaaS demonstration experiment conducted in Shizuoka City in November 2019. In
this demonstration experiment, we developed the App. that enables users to search
for routes combining railroads, local buses, and OSMS. From the collected data, I

analyzed the number of users of the MaaS app, user characteristics, trends in the
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number of searches, and the usage history of each travel mode. The NL was used to
represent the mode choice behavior and I identify the selection bias of OSMS in the

MaaS demonstration.
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Table 2.1: Comparison between Four-step model and Activity-based model [11]

Four-step model  Activity-based model Objective

Where are trips being generated and

Activity generation

Trip generation what types of activities are
and scheduling

individuals participating in?

Tour and trip
Trip distribution Where are individuals travelling to?

destination choice

Tour and trip When are they travelling and
time of day how long is each activity?
Tour and trip What types of modes are

Trip mode choice
mode choice individuals choosing?

Network traffic What route are they using and

Network assignment

assignment what is the travel time?

25



Chapter 2: Mode choice model in Mobility as a Services

Table 2.2: Estimation result

variables estimate | std error | t-value | p-value
Bprice [100yen] -1.144 1 0.373 -3.066 | 0.002 **
Btime[10min] -2.035 | 0.595 -3.419 | 0.001 ***
Biranster 1374 | 0.820 | -1.677 | 0.094 *
ASCgavs 11.089 | 3.830 2.895 | 0.004 **
N 0.239 0.087 2.922 | 0.004 **
Initial log-likelihood -400.144

Final log-likelihood -208.343

P’ 0.467
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Route choice model for crowd

simulation

3.1 Introduction

Crowd movement is an emergent phenomenon that results from the interaction
of pedestrians. During disasters such as earthquakes and fires, and large-scale events
such as music concerts and fireworks displays, many people gather in the same place
and move individually at the same time. If someone collapses during crowd turbu-
lence, stampedes may occur, leading to a serious crowd accident. So far, large-scale
crowd movements have sparked crowd accidents [43, 44].

Crowd movement has also been modeled in macroscopic and microscopic ap-
proaches. Macroscopic models do not focus on the movements of individual pedestri-
ans, but treats crowd in a unified and continuous manner. Applying the knowledge of
fluid dynamics and potential fields, the movement of the crowd is reproduced [45, 46].

On the other hand, Microscopic models focus on the movement of individual pedes-
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trians, and represents the interactions between pedestrians and the environment e.g.

collision avoidance.

Since 1990s, many researchers have proposed Microscopic models such as the
Cellular Automata model (CA) [47, 48], Social Force Model (SFM) [49, 50], and
Reciprocal Velocity Obstacle (RVO) [51], but there are still challenges. Existing liter-
ature focus on only an operational level, in the pedestrian behavior levels defined by
Hoogendoorn et al [12]. They define pedestrian behavior at three behavior levels as
shown in Table 3.1. Behaviors are decided in order from the top to bottom. Micro-
scopic models such as CA, RVO, SEM are operational level models are correspondent
to the operational level models, and in almost simulation studies, the destination or
route are pre-fixed. However, in general, pedestrians change their routes depend-
ing on the situation. Therefore, the decision-making of route choice should also be

modeled in order to perform a more practical simulation.

Since 2010, modeling and simulation of route choice, which correspond to the
tactical level, has increased. However, estimation of route choice models and the re-
producibility evaluation of the crowd simulation incorporating the route choice model
using real data are insufficient. Organizing modeling and simulation methodologies
using real data and evaluating the reproducibility of simulations with real data are
necessary for further refinement of crowd simulations, and further development can

be expected based on these methodologies.

Therefore, the aim of this study is to propose and evaluate a crowd simulation
incorporating a route choice model based on real crowd movement data. My con-
tributions are: 1) I generalize and propose a crowd simulation framework that is

consistent from actual crowd movement measurements to route choice model estima-
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tion and crowd simulator construction, and 2) I measure the crowd movements during
an evacuation drill in a theater and a firework event in which tens of thousands of
people moved, and verify the reproducibility of the crowd simulation incorporating
the route choice model using the measured real large-scale crowd movement data.
This chapter is organized as follows. Section 3.2 reviews studies that incorporate
route choice models into crowd simulation. Section 3.3 describes my crowd simulations
that incorporate a route choice model. Section 3.4 describes the reproduction of crowd
movement during evacuation in a theater, and Section 3.5 describes the reproduction
of crowd movement at a large fireworks display event. Finally, Section 3.6 provides a

summary and discusses future work.

3.2 Route choice models in crowd simulation

In this section, I refer to several studies on route choice models in crowd simulation.
The simplest model is to select the shortest path [52, 53]. However, the shortest path
selection model (SP) cannot reproduce the actual movement of a crowd completely.
Because pedestrians take into account factors such as route attractiveness, route
width, congestion, and habits, in addition to distance [54, 55, 9]. Therefore, utility-
based modeling is widely used. This model unifies the combination of factors involved
in route choice in the form of utility (or cost), and assumes that the route with the
maximum utility is chosen. Several models have been proposed that define their
own utility functions and selection methods [56, 57, 58, 59]. In general, utility-based
models have been formulated and widely used under the name of discrete choice
model (DCM). The simulation of crowd movement, including route choice, is being

proposed in combination with DCM as a route choice model and SFM or system
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dynamics model as a walking model [60, 9, 61, 62, 63, 64, 65].

First, there are some studies in which the researchers determined the DCM pa-
rameters and combined to crowd simulators. For example, Liu et al. model route
choice using a DCM with distance to the exit, attractiveness to the store, and move-
ment of other people as factors [60]. SFM and RVO are used as the walking model.
Crowd simulations are performed for evacuation, shopping, and movement during a
riot. They reported that crowd simulation with DCM represent more complex crowd
movement than with SP or random selection. Yang et al. simulate the crowd moving
with the guide (navigator) during an evacuation [64]. The walking model is SFM.
The destination of SFM is the location of the guide, and the part that selects which
guide to follow is represented by DCM. Simulation is performed by changing the ini-
tial position of the guide, and the optimal initial position is obtained. Their study
suggests the effectiveness of introducing a route choice model and provides examples
of advanced simulation applications. However, the parameters of DCM were given
by the authors, and the simulation results were not evaluated using real data, so it

is unclear whether the model and simulation reproduce realistic crowd movements.

In addition, there are studies that collect route choice behavior through question-
naire surveys and surveys using VR, estimate DCM parameters, and incorporate them
into simulations. Lovreglio et al. collect data on exit choice through questionnaires
and estimate DCM [9]. The elements of DCM include the distance to the exit, the
number of people near the exit, and the number of people in the vicinity of the deci-
sion maker. It is reported that the simulation can represent exit choice bias. Lu et al.
collected data on route choice behavior in a VR experiment, and estimate DCM [65].

The factors are distance to the exit, density, and route guidance. They report that
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using crowd simulation with response to guidance can be used to find more effective
guidance methods. Data collection through VR experiments is an effective means,
but there are concerns that the data may differ from actual behavior. These studies

also did not evaluate simulations.

Other methods have been proposed to estimate the DCM parameters so that the
simulated crowd movement matches the actual crowd movement. Gao et al. simulate
the selection behavior of ticket gates at train stations and compare it with actual
measured data. As in previous studies, the walking model is SFM and the route
choice model is DCM. However, the parameters of the DCM are adjusted to match
the simulation results to reality and are not estimated using actual route choice
behavior data. In this case, it is possible that errors in the simulator are rounded
into the parameters of the route choice model, and the model does not represent pure

route choice behavior.

The work of Hahani et al. is closest to our goal. They conducted a subject experi-
ment at a sports center, collected data on choice behavior, and used them to estimate
the parameters of DCM. The experiments imitated emergency exit route decision-
making when escaping from a threat in rooms with multiple exit alternatives [61].
The estimation results of DCM suggest that when the route or environment is par-
tially unknown to the decision-maker, the movements of large numbers of pedestrians
to the route increase the choice probability of the route. They also reported that the
crowd simulation in which the estimated DCM and SFM combined can represent the
crowd movement as in the experiment, from the perspective of the evacuation time
[62]. Modeling route (or exit) choice with actual crowd movement data can provide

a better understanding of crowd movement. The modeling with data obtained in
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Figure 3.1: Our crowd simulation framework

more realistic situations may solidify the understanding, and the evaluation using

real crowd movement data ensures the effectiveness of the crowd simulations.

In this study, therefore, I generalize and propose a crowd simulation framework
that is consistent from actual crowd movement measurements to route choice model
estimation and crowd simulator construction. In addition, I verify the reproducibility
of the crowd simulation incorporating the route choice model using the measured real

large-scale crowd movement data.

3.3 Crowd Simulation Framework

My crowd simulation framework is consistent from actual crowd movement mea-
surements to route choice model estimation and crowd simulator construction, and
the crowd simulator is agent-based and modeling pedestrian route choice and walk-

ing behavior. In this section, we describe the framework overview, the route choice
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model, the walking model, measurement methods, and evaluation methods.

3.3.1 Simulation Framework Overview

I define our crowd simulation framework as shown in Figure 8.2. Measure the
crowd dynamics such as trajectory and number of pedestrians, and calibrate the
model based on measured data of crowd movement. Then, construct a simulator
based on the pedestrian agent model, the map and other parameters, and run the
simulation to output the crowd dynamics. Finally, the simulation is evaluated by
comparing the actual crowd movement with the simulation results.

The pedestrian behavior can be categorized into Strategic, Tactical, and Oper-
ational levels. The model of the Operational level is mature, and the modeling of
the Tactical and Strategic levels should be promoted. In this study, we focus on the
modeling of route choice behavior at the Tactical level. Therefore, in our crowd sim-
ulation, the model represents the crowd movement after the decision at the Strategic
level is made. In other words, the departure time of pedestrian movement is already
determined, and pedestrian agents are generated accordingly. The agent then moves

according to the route choice model and the walking model.

3.3.2 Route Choice Model

I apply DCM as the route choice model and define that DCM means MNL in this
section. The definition of MNL is the same as in Chapter 2. The model builder can
list the elements & involved in the route choice and define a utility function. Then,
by measuring the variable & and the route choice result y, the route choice model,

in other words, the parameters 3 of DCM can be calibrated. The variable &, which
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is involved in route choice, varies from scenario to scenario and is discussed in detail

below.

3.3.3 Walking Model

I apply SFM as the walking model. SFM is a physical model that treats pedes-
trians as a point mass. The forces required to go to a destination and received from
other pedestrians and the environment are defined as Social Forces, and the move-
ment of pedestrians is formulated by these forces. In our simulations, we compute
the Social Forces using the route direction determined by the route choice model as

the destination.

3.3.4 Crowd Movement Measurement Methods

I describe a method for measuring crowd movement. The departure time, initial
position, and route choice behavior of each pedestrian in a crowd can be calculated
by measuring the trajectory of the pedestrians. Therefore, we describe a method for
measuring pedestrians’ trajectories.

I introduce the measurement methods using an RGB-depth camera or LiDAR.
These sensors can measure point cloud information of three-dimensional objects such
as pedestrians. The point clouds are clustered, and clusters with a large number of
points are identified as pedestrians. The highest point in the cluster is the pedestrian’s
head, and the trajectory is extracted by discriminating that point in the time series
[66]. The RGB-depth camera is capable of extracting the trajectories with a small
error margin in bright indoor environments, but it has the disadvantage that it cannot

be used outdoors with the sun since it actively emits infrared rays. On the other

34



Chapter 3: Route choice model for crowd simulation

hand, LiDAR can detect pedestrians even in outdoor since it measures the distance
to surrounding objects from the time it takes for a laser beam to hit an object and
bounce back, and noise related to sunlight can be cut. The disadvantage of LiDAR
is that in bad weather conditions such as rain or snow, the laser is blocked, which

degrades the performance of the measurement.

3.3.5 Evaluation

This section describes the evaluation of the route choice model and the evaluation
of the crowd simulation. For the evaluation of the route choice model itself, we can use
the evaluation method for general classification problems such as in machine learning.
Separate the choice behavior data for train and test data, and evaluate the prediction
accuracy of the test data.

For the evaluation of the crowd simulation, the number of people who choose the
route is compared between the actual and the simulation. This is a reasonable evalu-
ation index when focusing only on route choice behavior. In addition, the important
indicators in crowd movement are efficiency and safety, and efficiency is often eval-
uated by travel time, and safety is often evaluated by congestion degree. Therefore,
it is also necessary to evaluate the reproducibility of the crowd simulation using in-
dicators related to travel time, such as the number of people completing the trip at

each time point.

3.4 Evacuation Drill

To verify the reproducibility of the crowd simulation incorporating the route choice

model, we collected crowd route choice behavior at an evacuation drill, which was
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conducted at New National Theater in Japan. In the evacuation drill, the opera was
actually performed, and during the performance, an evacuation order was issued and
the audience evacuated out of the theater. The timing of the evacuation was not
known in advance. Therefore, the situation was quite close to reality. Figure 3.2(a)
and (b) show the layout of the theater and the evacuation route. The red route leading
straight out of the auditorium is the correct evacuation route. It is also possible to

choose the blue route and proceed toward the stairs.

3.4.1 Measurement

I measured crowd movement using RGB-Depth cameras at the locations shown in
Figure 3.2(b) where pedestrians exit the hallway from the auditorium. 52 people were
evacuated through this door. Figure 3.2(c) shows the trajectories extracted from the
RGB-Depth camera data using the method described in Section 3.3.4. From these
trajectories, we calculated the direction of the body per 0.5 [s]. Then, by defining the
route in the direction of the pedestrian’s body as the selected route, we obtained the

pedestrian’s chosen route per 0.5 [s].

At the locations, a phenomenon was measured in which the crowd flow changed
depending on the choice of a few evacuees as shown in Figure 3.3. At first, they went
straight out the door (a), but when two people chose the stairway (b), the pedestrians
in the rear also chose the path to the stairway, following their choice (c¢). T attempt

to model such route choice behavior and simulate crowd movement.
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Figure 3.2: Measurement area and data. (a) The layout of the theater (b) details of
measurement area (¢) The pedestrians’ trajectories. They are color coded according
to the final route chosen.

(a) (b) ()

Figure 3.3: The changes in pedestrians’ route choice. The flow of pedestrians changes
in (a), (b), and (c).

3.4.2 Modeling

I describe a method for modeling route choice behavior using DCM. As explained
in Section 3.3.2, it is necessary to define the alternative attributes, i.e., the factors

involved in route choice. The factors we considered are:
e DISTance of the decision-maker from the start point of the route (DIST);
e CHosen at the previous step (1 second before) or not (CH);

e Number of pedestrians choosing the route who are in Front of the decision

maker (NF);
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(a) DIST (b) CH (c) NF (d) NB
Figure 3.4: The factors involved in route choice in the evacuation

e Number of pedestrians choosing the route who are Behind of the decision maker

(NB);

Figure 3.4 shows the graphical explanation of the factors. At the situation, the
value of each factor in Route 1 is as follows. DIST is the distance from the pedestrian’s
position to the starting point of Route 1, CH is the selection made in the previous
step, in this case the value is 1 because Route 1 was selected (otherwise the value is
0). Then NF is 1 and NB is also 1.

The determinant terms of the utility function are defined as follows. First, in this
study, we change f3;; in Eq. 2.1 to 8, by assuming that preference 8 does not vary
from individual to individual and from option to option, so the determinant terms of

the utility function is below.

Vij = ASC; + Z Brij i (3.1)
k=1

Therefore, the determinant terms of the utility function in the case of evacuation

drills is as follows.
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Vij = ASC; + Bprst DISTy; + BouCH;j + fnpNFij + BnpN By (3.2)

where j is Route 1 or Route 2 and ASCproue1 = 0. Assume that every step (every
second), pedestrian i computes the utility of Route 1 and Route 2 and chooses a

route.

I divide the measurement data into 5 parts per pedestrian unit, and estimate the
route choice model through a 5-fold cross validation. The estimated parameters of the
model and the prediction accuracy are shown in Table 3.2. The estimated parameters
can be used to understand the route choice behavior of pedestrians. First, the negative
value of fpigt indicates that pedestrians are less likely to choose a route with a long
distance to the starting point of the route. The positive value of Scy indicates that
pedestrians are more likely to make the same choice as the previous step. The fact
that Oyr is positive indicates that the decision maker tends to choose the route with
the greater number of choosers among the number of pedestrians in front of him/her.
In other words, it indicates that the decision maker follows other pedestrians and
it strengthens the evidence for the existence of herding behavior. Haghani et al.
reported the existence of herding behavior in an empirical experiment imitating an
evacuation situation [61], and our study supports that claim with data from more
realistic evacuation situations. Interestingly, Sxg is negative and half the value of
Onr. This indicates that the choice of the pedestrian behind the decision maker has
less impact on that decision maker than the choice of the pedestrian in front of the
decision maker. Rather, it indicates that the decision maker is more likely to choose

the opposite direction to the route chosen by most of the pedestrians behind him/her.
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Mumber of pedestrians who chose the route

Foute 1 Route 2

Figure 3.5: Number of pedestrians who chose the route

3.4.3 Simulation

I test whether a crowd simulation consisting of the estimated route choice model
(DCM) and the walking model (SFM) can represent crowd movement during an
evacuation drill. I use actual data of the pedestrians’ initial positions and the time
when they exit from the door. The first pedestrian to exit the door and the two
pedestrians who chose Route 2 that triggered the change of the crowd flow are assumed
to move in the simulation as they did in the actual situation. All other pedestrians
move according to DCM and SFM after they are generated according to the actual
initial position and timing. The SFM parameters are the same as in [49].

In this experiment, we evaluate the reproducibility of the simulation by the number
of people selecting the route. A model that selects the shortest path (SP) at each step
is used for comparison. The pedestrian’s route choice is stochastic, so the simulation

is run 50 times.
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Figure 3.5 shows the number of people selected for Route 1 and 2. In case of
that the route choice model is SP, most pedestrians choose Route 1. On the other
hand, DCM takes into account the choices of other pedestrians choices in addition to
distance. Therefore, the influence of the choice of the pedestrian who triggered the
change in the flow of the crowd to Route 2 can be considered, and as a result, more
pedestrians choose Route 2. Route selection is stochastic, and even if pedestrians
start moving under the same conditions, the final route they choose will change.
Therefore, the results of the simulation vary, but the actual crowd movement is one

of the results of the crowd movement simulated by DCM.

3.5 Firework Event

In this section, we verify the reproducibility of the crowd simulation incorporating
the route choice model using more large-scale crowd movement. During mass gather-
ing events such as the haji, football matches, music festivals, firework events, crowd
control is necessary [43]. Crowd simulation is a useful tool to test and improve crowd
control strategies, and it is required to verify the crowd simulation using the crowd
movement in such mass gathering events.

The target of this study is crowd movement at the firework event held at Moji
Port in Kitakyushu, Japan. As the end of the fireworks display approaches, tens
of thousands of people move from the event site to the nearest station. Security
guards are in charge of guiding and controlling crowd at several points to avoid a risk
of congestion and accidents which are occured if many people flow into the station
simultaneously.

Figure 3.6 shows the route from the event site to the station and the control points.
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Figure 3.6: Routes and guidance control points in the firework event

There are two junctions and seven paused points. At the junctions, route guidance
control is provided for going straight or detouring, and at the paused points, guidance
control is provided for proceeding or stopping for a certain period of time. At the
junction, in addition to the guidance control by security guards, guidance information
is presented by guide projection on the building. In addition, food stalls are open on

the route straight ahead from Junction 1.

3.5.1 Measurement

I measured route choice behavior at junctions and the number of pedestrians
arriving at the station. In addition, we measured the control at each control point.

Here, we describe each of the measured information.
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(a) Measurement of the pedestrian movement (b) Trajectories

with LIDAR

Figure 3.7: Measurement at Junction 1

First, we used LiDAR to measure route choice behavior at junctions. Figure 3.7(a)
shows the state of measurement with LiDAR at Junction 1. I extracted the trajecto-
ries from LiDAR’s data which is point cloud information, as shown in Figure 3.7(b).
Then, identify the chosen route at the junction from the trajectory data. Here, instead
of identifying a chosen route every second as in Section 4, we extracted a one-step
route choice at the two junctions. As a result, a total of 34937 route choice behaviors

at Junctions 1 and 2 were collected.

Second, the RGB-Depth cameras were also installed at the station to count the
number of pedestrians arriving at the station, as shown in Figure 8.8(a) and the result
is shown in Figure 8.8(b). The total number of people is 34839. The fireworks show
ended at 20:40, but people started returning to the station at 20:00, and all arrived

at the station by 23:00.
Finally, we installed cameras at junctions and paused points, and measured the
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(a) Measurement of the pedestrian (b) The number of people arriving at the station at each

movement with RGB-Depth camera  time

Figure 3.8: Measurement at the station

guidance that was actually carried out, as shown in Figure 3.9. The guidance was

switched according to the situation by the guards on the point.

3.5.2 Modeling

I describe a method for modeling route choice behavior. Note that we assume
that the pedestrian makes a route choice only once at a junction. The factors we

considered are:

e DISTance of the decision-maker from the junction to the station (DIST);
e GUIDEance of the route (GUIDE);

e ATTraction of the route, such as stall (ATT);

Here, we define that the route closer to the station (red route in Figure 3.10) is
Route 1, and the other route (blue route) is Route 2 at each junction. The distance
to the station on each route at each junction is one of the factors. In addition, the

presence or absence of route guidance is also considered a factor related to route
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Figure 3.9: Guidance at each control point

selection. If there is an induction, set it to 1, otherwise 0. And we assume that the
attraction of the route is influenced by the presence or absence of food stalls. If there

is a stall on the route, it is set to 1, otherwise 0. Note that the stall close after 22:00.

Based on above, the determinant terms of the utility function in the case of the

firework event is as follows.

Vij = ASC; + BprsrDIST,; + BauipeGUIDE;; + Barr ATT;; (3.3)
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Figure 3.10: The factors involved in route choice in the firework event

where j is Route 1 or Route 2 and ASCgryute1 = 0.

I divide the measurement data into 5 parts, and estimate the route choice model
through a 5-fold cross validation as same as Section 4. The estimated parameters of
DCM and the prediction accuracy are shown in Table 3.3. The following can be said
from the estimated parameters. First, pedestrians are less likely to choose a route
with a long distance. Second, pedestrians tend to choose guided routes and routes

with stalls.

3.5.3 Simulation

I test whether a large-scale crowd simulation consisting of the estimated DCM

and SFM can represent crowd movement during the firework event. I create the
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Figure 3.11: Simulation input and visualization. The dots represent pedestrians, and
the color of the dots represents the pedestrian’s speed. The speed decreases from
green to red, and red means that the pedestrian is stationary at zero speed.

pedestrians’ departure time from the event site and the number of people as follows.
First, the number of pedestrians measured at Junction 1 at each time point measured
by LiDAR is base. Then, multiply a constant by it so that the sum of it matches
the total number of people measured at this firework event, 34839. The graph in
Figure 5.1 shows the number of departure passengers at each time. In the simulation,
agents are generated at the starting point according to this distribution. Then, select
a route at junctions 1 and 2 according to DCM, and walk on the route according to
SFM. In the simulation, guidance at junctions and stops is performed as the actual

measured operation.

I use CrowdWalk, a multi-agent pedestrian simulator, as a base simulator [67].
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CrowdWalk expresses the movable area using one-dimensional links and nodes, and
it is light in memory consumption and calculation time. Therefore, CrowdWalk is
suitable for large-scale simulations including tens of thousands of agents. CrowdWalk
uses SFM as walking model of pedestrian agents. The default parameters of SFM
of CrowdWalk are used in this experiment. The default route choice of agents in
CrowdWalk is SP. Therefore, we extend the functionality of CrowdWalk to allow for
utility calculation and DCM-based route choice. Figure 5.1 shows the visualization

of crwod simulation using CrowdWalk.

In this experiment, we evaluate the reproducibility of the simulation by the number
of people arriving the station at each time point. The evaluation index is MAE (Mean
Absolute Error) and RMSE (Root Mean Square Error) with real data. RMSE tends
to treat outliers (large deviations) as larger errors than MAE. Therefore, we use
both as evaluation index. A simulation in which the pedestrian follows the guidance
perfectly is used for comparison. This is called Follow. I also compare the effect on
computation time of adding route choice to the agent’s model in a crowd simulation
of tens of thousands of people. I use Intel(R) Core(TM) 19-9900K CPU (3.60GHz) to
run the crowd simulation. In the case of using DCM as the route choice model, the

pedestrian’s route choice is stochastic, so the simulation is run 50 times.

Table 3.4 lists the performance of the crowd simulation. The value for DCM rep-
resents the average and the standard deviation of each metric. It can be seen that the
use of DCM improves the reproducibility compared to Follow case that did not con-
sider pedestrians’ decision-making. Compared to Follow, the use of DCM improved
the error by 22.3% for MAE and 15.6% for RMSE. In addition, the computation time

of the simulation with DCM is 1.13 times longer than Follow, which does not model
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Figure 3.12: The number of people arriving at the station at each time.

route choice, but this is acceptable for improving reproducibility.

Figure 3.12 shows the distribution of the number of people arriving at the station
at each time, where DCM is the average of 50 times. In the case of Follow, all
pedestrians do not arrive at the station until after 23:00, while in the case of DCM,
all pedestrians have completed their movements at 23:00, as in the actual case. In
the case of DCM, pedestrians choose their route not only based on guidance, but also
on the distance to the station and the attraction such as the food stalls. Therefore,
pedestrians sometimes wait until the guidance changes to take the shorter route to
the station. As a result, the crowd movement has completed faster than in the Follow

case.

3.6 Conclusion

In this chapter, I generalized and proposed a crowd simulation framework that

is consistent from actual crowd movement measurements to route choice model esti-
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mation and crowd simulator construction. I use DCM as the route choice model and
SFM as the walking model. In experiments, I measured the crowd movements during
the evacuation drill in the theater and the firework event in which tens of thousands
of people moved, and proved that the crowd simulation incorporating the route choice
model can reproduce the measured real large-scale crowd movement.

The future work is to generalize and improve the accuracy of the route choice
model. The walking models, such as SFM, are versatile for any environment or sit-
uation. On the other hand, the current route choice model needs to identify factors
related to route choice and define utility functions according to the target situation.
In recent years, many studies have been conducted to model choice behavior using
neural networks. Such a model could reduce the cost of defining the utility function
and improve the accuracy. In addition, it is also important to let the route choice
model express the heterogeneity of pedestrians’ preferences. Models that express
heterogeneity have been well studied, and pedestrians’ characteristics are recognized
using recent measurement technology such as deep learning. Therefore, it is pos-
sible to construct more realistic crowd simulations. I believe that the evaluation
using large-scale real data conducted in this study supports the use of realistic crowd
simulations incorporating route choice models in building design and crowd control

planning.
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Table 3.1: Pedestrian behavior level [12]

Level Behavior Objective

Decision-making before starting

Departure time choice

Strategic level travel, selecting the time to start
Activity planning

moving or the activity

Activity scheduling After the selection at the

Tactical level Destination choice strategic level, select the route

Route choice and the exit (door) to go through

Obstacle avoidance
Walking while avoiding others
Interaction with
Operational level and obstacles on the route
other pedestrians
selected at the Tactical level

and the environment

Table 3.2: Estimation result of DCM in the evacuation drills

Boist Ben  One O ASCRroute2 | Accuracy

133 1.13 0.202 -0.105 2.33 82.2 [%]
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Table 3.3: Estimation result of DCM in the firework event

Bpoist Boumme  Barr  ASCRroutez | Accuracy

9.76  1.26  0.021 2.929 70.7 [%)

Table 3.4: The performance of the crowd simulation

MAE RMSE Computation time
Follow 69.5 914 6 min 21 s
DCM  54.0 (0.31) 77.2 (0.33) 7 min 12 s
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Semi-supervised Choice Modeling

4.1 Introduction

In a basic model of DCMs, MNL, the utility function is often represented by the
linear sum of &, 3, and z. In recent years, some researches have been conducted to

improve the prediction accuracy of DCMs by representing the utility using neural

networks (NNs).

However, most of the research are focused on improving the prediction accuracy
(68, 69, 70, 71, 72]. Because interpretability is secondary, NNs have not been applied
straightforwardly in economics and transportation engineering, where the focus is on
making interpretable models. For example, in a random utility maximization model,
the estimated parameters are considered as marginal utilities. In the field of trans-
portation, the modeling can estimate the value of time (VOT) which is a willingness to
pay for a change in time. The VOT is an important indicator used in the cost-benefit
analysis of transportation projects, understanding people’s transportation behavior,

and analyzing and forecasting transportation demand.
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Therefore, recent studies have attempted to achieve both predictability and in-
terpretability [39, 13, 71]. The idea of recent studies is to divide the utility function
into parts that do not need interpretation and parts that do, and express the former
by NN and the latter by a linear function as same as MNL. These models are called
neural-embedded choice models. Neural-embedded choice models archived both high
prediction performance and interpretability, but learning models require a large num-

ber of data.

In choice modeling, a set of choices and selection results are treated as one data.
It is possible that we know only the options but not the selected result. For example,
to estimate the transportation mode choice model from the usage history data of
the route search App, it is necessary to know the route set and the selected route
(mode). However, it is unexpectedly difficult to obtain all data. Learning using a
small amount of data is one of the problems in machine learning, especially deep

learning, and many studies have been conducted as semi-supervised learning.

In this chapter, I consider the problem of learning choice models from a dataset
that contains data that the selection result is unknown. I use Positive and unlabeled
(PU) learning which is one of the semi-supervised learning methods, and which can
be used for datasets containing unlabeled data. Using the transportation mode choice
dataset "swissmetro”, I experimentally show that PU learning is also useful in the

field of choice modeling.

The rest of this chapter is organized as follows. In Section 4.2, I review the neural-
embedded choice model. In Section 4.3, I introduce PU learning. In Section 4.4, I
explain choice modeling using PU learning. In Section 4.5, I report experimental

results. Finally, I summarize this study and discuss future work.
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4.2 Neural-embedded choice models

With the development of machine learning technology, most researchers use NNs
to improve predictability [73]. Although NNs achieve higher predictability than con-
ventional DCMs in most cases [68, 69, 70, 71], the model interpretability has become
almost secondary. Only recently, several models using NNs that also take inter-
pretability into account have begun to be proposed [39, 13, 71]. Han et al. named
the model that integrates NNs and DCMs to benefit from both: the flexibility of NNs
and the interpretability of DCMs, as "neural embedded choice models”. Learning-
MNL (L-MNL) is the first example of the neural embedded choice model proposed
by Sifringer et al., and TasteNet-MNL proposed by Han et al. is the second example.
In L-MNL, utility function is divided into two parts: the "interpretable” part, which
is specified manually, and the "representational” part, which is a non-linear represen-
tation learned by the NNs. However, L-MNL do not model the heterogeneity of pref-
erences (taste) among individuals. In contrast, TasteNet-MNL models heterogeneous
taste parameters as flexible functions by means of NNs. L-MNL and TasteNet-MNL
alleviated the trade-off problem between predictability and interpretability. However,
these neural embedded choice models require more data than traditional DCMs to
learn.

TasteNet-MNL models heterogeneous preference (taste) parameters as flexible

functions by means of NN.

B = TasteNet(z,0) (4.1)

where z describe the individual characteristics and @ is parameter of NN, Tas-

teNet. 3 is combined with variable & as Eq.(2). The estimation flow is the same
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Figure 4.1: Diagram of MNL and TasteNet-MNL

as MNL, but 3 is estimated as the output of TasteNet, so estimate parameter of

TasteNet-MNL is 0. figure 2 shows a graphical overview of MNL and TasteNet-MNL.

4.3 PU Learning

To learn some models, we need the input X and the output y of the model. For

example, when learning an image recognition model, the image is X and the label

representing the content of the image is y. When learning a transportation mode

choice model, the service levels of the transportation modes and personal attributes

are X, and the selected transportation mode is y. Annotating images is costly and

obtaining transportation mode selection results is sometimes difficult, so there is a

56



Chapter J: Semi-supervised Choice Modeling

lot of data in the world that is only X without y. We call such data as unlabeled

data.

Learning models using a small amount of data is one of the problems in machine
learning, especially deep learning. Therefore, many studies have been conducted to
propose methods that use unlabeled data for learning, which is called semi-supervised
learning. In this study, we pay particular attention to the learning of binary clas-
sification models, and we focus on PU learning which is one of the semi-supervised
learning methods. In a normal binary classification problem, it is usually assumed
that a positive or negative label is assigned. However, in PU learning problem, the
negative label is not assigned, and only a part of the positive data is labeled. In other
words, unlabeled data can be either positive or negative. In PU Learning, the classifi-
cation problem using the Positive and Unlabeled datasets is reduced to the weighted
classification problem [74], and details of this method are described in Section 4.4. In
this study, I experiment with learning using PU learning for each of the linear DCMs
and Neural-embedded choice model, and try to show the usefulness of PU learning in

the field of choice modeling.

4.4 Learning DCM using Positive and Unlabeled

data

In this section, we explain the method to learning DCMs such as MNL and
TasteNet-MNL from datasets containing unlabeled data using PU learning. From

now on, PU learning is simply called PU.

We define X = (x,z) as a data, X; as a positive data, Xy as a positive data,
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X, as an unlabeled data. In PU, the classification problem using the positive and
unlabeled datasets is reduced to the weighted classification problem. A dummy label
is attached to unlabeled data X,. Moreover, the reliability w(X) of the label is also
given. If the label is originally attached, the reliability is high, and if the label is a
dummy one, the reliability is low. When training the model, parameter updates are

weighted in consideration of reliability.

Using the training data, we first learn a classifier g that predicts whether the data
is labeled or unlabeled. Use the classifier g to calculate the probability ¢ that positive
data is labeled. Use ¢ to find the probability w(X) that an unlabeled data is positive

or negative. This probability is the reliability of the label (or called the weight).

Before defining the loss function to be minimized, change the notation of the log-
likelihood of MNL. First, let X be the variables related to the choice of individual 7,
and yx 1 = 1 if the selection result of X is Positive, and yx o = 1 if the selection result
of X is Negative. Second, let Px (1) be the probability that the selection result of X is
Positive and Px(0) be the probability that it is Negative. Finally, the log-likelihood

of Eq.(4) can be expressed as follows.

LL(B) = Z yxalog Px (1) + yx,olog Px(0) (4.2)
X

The loss function can be transformed as follows by multiplying the log-likelihood
by a minus. Since this is a normal positive and negative binary classification, we

expressed the loss function as Jpy(8).
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Jpn(B) = —LL(B) (4.3)

= — Z yx.1log Px (1) + yxolog Px(0)
X

In the case of PU, the value of yx; and yx is unknown because some positive
and all negative data are unlabeled. Therefore, the unlabeled data is duplicated and
one is labeled as Positive and the other is labeled as Negative, which are Xu,1 and
X0, respectively. And the loss of unlabeled data is weighted. In summary, the loss

function of PU is as follows.

Jpu(B) = —) log Px(1) (4.4)

— D w(X)log Px(1) = Y (1 —w(X))log Px(0)

Xu,l Xu,O

where, the parameter of J is 0 instead of 3 if TasteNet-MNL is used.

4.5 Experiment: Swissmetro

I try to show the usefulness of PU learning in choice modeling. I learn linear

DCMs, MNL, and neural-embedded choice model, TasteNet-MNL, using PU.

4.5.1 Setting

I use Swissmetro mode choice data [75]. This dataset consists of survey data col-
lected on the trains between St. Gallen and Geneva, Switzerland, during March 1998.

Transportation modes are existing train, new train, Swissmetro, and private carts.
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Attributes of alternatives x are travel time, monetary cost, and more. Individual

characteristics z are age, gender, and more.

From this original data, we created two types of datasets to be used in the experi-
ment. [ treat only two transportation modes, Swissmetro and Car. In this experiment,
Swissmetro is positive and Car is negative. The variables are summarized in Table
1. The two types of datasets have different proportions of unlabeled data. The first
is that labels of half of the positive data and labels of all negative data are removed.
The second is that labels of all negative data are removed. The former is named
datasetl, and the latter is named dataset2. The breakdown of training data and test

data, labeled data, and unlabeled data are shown in Table 4.2.

The definition of the utility function is as follows. First, the utility of MNL is the
linear sum of weights for choice-specific variables and personal attributes. This is the

same as the definition in [13].

Vxsmu = ASCsm + Brrgy,TTx s — COx sm
+ BueHEx sy + BsparsSEATSx su + BaaGAx
Vxcar = Brroand Tx,car — COx car
+ Prvceace LUGGAGEl x

+ Bruvaaace LUGGAGE2x

Second, the utility of TasteNet-MNL is the linear sum of variables and weights.
The variable of the personal attribute is used as the input of NN and the weight is

estimated, 8 = TasteNet(z,0).
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Vxsu = ASCsm + Brrgy, TTx s — COx sm
+ BueHEx sy + BsparsSEATSSx s
Vxcar = BrroanlTx,car — COx car

Note that cost coefficients are fixed to -1.0 for directly reading VOT from time
coefficients as same as [13]. TasteNet has hyperparameters such as the number of
units and activation function. We use the parameter set with the highest prediction
accuracy in the verification data when learning with all labeled data. In the training
with all labeled data, the data was divided into train, verification, and test at a
ratio of 7:1:2. Finally, the hyperparameters of TasteNet-MNL were as follows. The
learning rate is 0.001, the number of middle layers is 1 and the number of units is
60, the activation function is ReLU, and we add the 12 regularization term to loss
function and the coefficient is 0.0001. Also, since it is desirable that the preference
for the travel time (time) and the time until the next train arrives (headway) is a
negative value, a transform function is used in the output of TasteNet to make it a
negative value as —relu(—p).

I evaluate based on the prediction accuracy. Since the output of the choice model
is the choice probability, we define that a transportation mode with a high choice
probability is selected. Prediction accuracy is the percentage of accurate predictions

of the selected transportation mode in the test data.

4.5.2 Result

Table 4.3 shows the prediction accuracy of the test data predicted by the MNL

and TasteNet-MNL models trained using only labeled data, trained using datasetl
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and dataset2 with PU, and trained using all labeled data as same as a normal dataset.
From this result, it was found that the choice model can be learned from the dataset
containing the unlabeled data using PU. The reason why the prediction accuracy of
MNL learned using dataset2 with PU exceeds the prediction accuracy learned using
full labeled data is due to the way of splitting train and test data. We do cross-

validation in future work.

In the field of choice modeling, the estimated parameter values 3 are as important
as the prediction accuracy. MNL estimates one preference value for each element such
as time and headway. In other words, it is not possible to express the heterogeneity
of preferences that changes depending on individual attributes. On the other hand,
TasteNet-MNL can express the heterogeneity of an individual, and by inputting the
individual attribute variables z in the learned TasteNet, the preference of the indi-
vidual can be output. Since the preference value for the cost is fixed at -1, the value
obtained by multiplying beta by -1 represents the monetary value. For example, the
value obtained by multiplying the preference value of T'T by -1 represents VOT, which

is the value for changing the one-minute travel time.

Figure 4.2 shows histograms of preferences for variables such as travel time and
time until the next train arrives. This is the result of learning MNL and TasteNet-MNI
with datasetl, dataset2, and full labeled data. PU is used for learning dataset1l and
dataset2. When the proportion of unlabeled data contained in the dataset becomes
smaller, the preference values estimated by MNL are all the same as those learned
with full labeled data. A similar tendency can be seen in TasteNet-MNL. However,
the estimated preference value with dataset2 has a greater degree of heterogeneity

among individuals than the estimated preference value with full labeled data.
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The difference between dataset2 and full labeled datasets is whether the negative
data is labeled or not. However, in PU, such that reduce the problem into a weighted
classification problem, there is a degree of freedom in the part where attachment of
dummy label and estimation based on the reliability of the label. Therefore, fur-
ther investigation is needed relationship between this freedom of method and the

misestimation of the heterogeneity of the preference value.

4.6 Conclusion

In recent years, some DCMs incorporating NNs have been proposed. NNs make
it possible to more accurately represent the heterogeneity of preferences in decision
making. On the other hand, learning a model using NNs requires a large number of
data. In this study, I consider the problem of learning choice models from a dataset
that contains data that the selection result is unknown. Using a transportation mode
choice dataset "swissmetro”, I try to experimentally show that PU learning is also
useful in choice modeling.

I learn linear DCMs, MNL, and neural embedded choice model, TasteNet-MNL,
using PU. As learning results, it was found that the choice model can be learned from
the dataset containing the unlabeled data by using PU. However, there are still gaps
in the representation of the heterogeneity of preference values, so further analysis is

an issue for future work.
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Table 4.1: Description of Variables in the Swissmetro Dataset (almost same as [13])

Alternatives Alternative attributes

time, cost, headway, seats
Swissmetro (SM)

(T'Tsy, COsny, HEgn, SEAT Sonr)

private car (CAR) time, cost (TTcar, COcar)
Individuals Variable levels

GA (Swiss annual season ticket) 0: no GA, 1: owns a GA

LUGGAGE 0: none, 1: one piece, 2: several pieces

0: age 24, 1: 24 30,

AGE 2: 39 age 54, 3: 54 age 65,
4: 65 <age
MALE 0: female, 1: male

0: under 50, 1: between 50 and 100,
INCOME (thousand CHF per year)

2: over 100, 3: unknown

FIRST (First class traveler) 0: no, 1: yes

0: Commuter, 1: Shopping,
PURPOSE

2: Business, 3: Leisure

64
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Table 4.2: Breakdown of data (labeled / unlabeled)

Swissmetro Car

datasetl Train 2077/2078  0/2450

Test  1022/0 630/0
dataset2 Train 4155/0 0/2450
Test  1022/0 630/0

Table 4.3: Prediction accuracy

Model only labeled data datasetl dataset2 | full labeled data
MNL 61.864 65.254 71.186 70.884
TasteNet-MNL 61.864 72.760 76.937 77.179
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Figure 4.2: Histograms of preferences value 3 for some variables estimated by MNL
and TasteNet-MNL using datasetl, dataset2, and full labeled data. The top three
are MNL and the bottom three are TasteNet-MNI estimation results
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Chapter 5

Simulation Analysis of Mobility as

a Service

5.1 Introduction

When introducing new mobility services, service providers or city authorities re-
quire a tool that can analyze cost-benefit. Multi-agent simulation makes it possible
to verify the effects of introducing new mobility services. For example, an analysis
of the effectiveness of autonomous vehicles (AV) using agent-based simulation is con-
ducted. The number of studies is increasing every year. The insight from simulation
analysis is that one AV can replace approximately 10 conventional vehicles, although
the waiting time is 5 minutes [76]. Simulations have also been conducted on electric
vehicles (EV). The number of EV and the number of charging stations have a chicken-
and-egg relationship. If the demand for EV is low, there is no incentive to increase
the number of charging stations, but if there are few charging stations, EV will not

spread. Simulation analysis shows that a sufficient number of charging stations are
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necessary to increase the diffusion of EV [77], and that increasing the range of EV
has a considerably greater impact on the diffusion of EV than the number of charging

stations [78].

When service providers or city authorities plan to deploy MaaS, they want to
know answers to questions such as "how many vehicles do we need?,” "how much
is the appropriate price?,” and "will the convenience of users improve?” Multi-agent
simulation can answer these questions. Jittrapirom et al. [79] review the modeling
approach of demand-side (travelers behavior), supply-side (transport operation), and
business model (demand and supply matching)on MaaS. In addition, Kamargianni
et al. [80] proposed agent-based modeling and simulation framework including such
models considering MaaS concept. However, since most of the MaaS services in
each region are in the early stages of introduction and demonstration experiments,
few studies model and simulate MaaS system which covers both fixed and flexible

transportation, using actual travelers’ behavior data and real map scenarios.

In this chapter, therefore, I produce an agent-based simulation framework that can
analyze the cost-benefit of introducing MaaS or OSMS. I use the travel mode choice
model described in Chapter 2 (demand side) and OSMS operations by an existing
vehicle allocation optimization method (supply side), and integrate the demand and
supply model with the traffic simulator, SUMO [81] to model demand-supply inter-
action. The proposed simulation framework can evaluate the impact of introducing
new mobility services. In order to quantitatively evaluate the effects of introducing
MaaS, I define various indicators from users’ and providers’ perspectives according

to the cost-benefit analysis approach of economics.

This chapter is organized as follows. Section 5.2 explains the simulation analysis
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methods. Section 5.3 describes the simulation analysis results based on the MaaS

pilot. Section 5.4 provides a summary.

5.2 Simulation Analysis Method

I describe the simulation method and cost-benefit analysis.

5.2.1 Agent-based Simulation Framework

I propose a simulation framework that consists of the travel mode choice model,
OSMS vehicle allocation optimization system, and traffic simulator SUMO. Figure
5.1 shows an overview of a simulation. This simulation framework treats users and
vehicles as agents. User agents act based on OD data and the travel mode choice
model described in Chapter 2. SAVS is provided by Mirai share [82] and is used
for the vehicle allocation and route optimization system of OSMS. SUMO is used to
simulate the movement status of Smart Access Vehicle (SAV). The "SAVS system”
communicates with SUMO at each simulation step and gets the position information
of the SAV. When a demand is generated, vehicle allocation optimization is performed
and the SAV route and service level (price, travel time) are calculated. Then user
calculates the choice probability of each mode with the travel mode choice model
based on the calculated service level of SAVS and the service level of the railway/bus
at the demand OD and chooses one mode according to the choice probability. If the
chosen mode is SAVS, the calculated route information is sent to SUMO, and the
vehicle moves according to that route on the SUMO. This is repeated to simulate the

traffic of one day.
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Figure 5.1: Overview of our simulator

5.2.2 Cost-benefit Analysis

Cost-benefit analysis is used to evaluate the effectiveness of MaaS introduction.
As the name suggests, the cost-benefit analysis compares the costs and benefits of
the introduction of MaaS, and determines the necessity of the introduction of MaaS.
If the cost-benefit ratio (benefit/cost) is greater than 1, the policy or project (in this
case, the introduction of MaaS) is effective. Costs are monetary, such as construction
and operation costs, or social, such as traffic congestion, CO2 emissions, noise, and
so on. The benefits may include improved convenience for users and increased fare

revenues for suppliers. I define cost and benefit as follows.
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Social Cost

The cost of operating MaaS and the cost of CO2 emissions from MaaS are defined
as social costs. Since railroads and local buses are scheduled, fixed-route transporta-
tion, it is assumed that the introduction of MaaS will not change their operating
costs. Therefore, operating costs are defined for each SAVS vehicle. These may

include driver labor costs, vehicle management costs, fuel costs, and so on.

Operating costs = Z operating costs of vehicle v (5.1)
I assume that the cost of operating a SAVS is only the driver’s labor cost, and

that the daily labor cost for one driver is 10,000 yen.

For railroads and buses, no change in CO2 emissions is assumed for the same
reason as for operating costs, and only SAVS is considered. The cost of CO2 emitted

by SAVS is defined as follows.

. Total vehicle kilometers traveled of SAVS
CO2 emission costs = . (5.2)
Fuel consumption/1000

x  Unit heating value x Emmsion coefficient

x  Monetary valuation unit

Assuming that the vehicle is a taxi and the fuel used is LP gas, the fuel consump-
tion is 5.23[km/L], the unit heating value is 50.8[GJ/kL], the emission coefficient is

0.0161[t-C/GJ], and the monetary valuation unit is 2300[yen/t-C].
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Social Benefit

I define the user benefits and supplier benefits from the introduction of MaaS as
social benefits. The user benefit is defined as the reduction in the generalized cost
of the user’s travel. The generalized cost is defined by the following equation based
on the determinant term of utility V;,,, and the parameters B, and 7, which are

described in Chapter 2.

GC = —

6pmegln (Z exp (nV., ) (5.3)

where V is expressed by the following equation and is called the log-sum variable.

This is the expected value of the maximum utility of transportation mode m.

=In Y exp (Vi) (5.4)

TGRm

In other words, in this study, the generalized cost is defined as the expected value
of the maximum utility obtained by the user divided by the preference of the fare,
Bprice, I monetary units, with a minus sign.

The supplier benefit is defined as the amount of increase in the profit of the
supplier of the mobility services (railroads, local buses, SAVS). Here, the supplier

benefit is simply the amount of increase in revenue.

5.3 Simulation analysis of MaaS pilot

In this study, a cost-benefit analysis of the introduction of MaaS is conducted
for one day of traffic in two settings. The first is a posterior evaluation of the MaaS

pilot conducted in 2019, in which simulations and cost-benefit analyses are conducted
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using the same number of vehicles and fares as in the pilot. The second is to conduct
exhaustive simulations and cost-benefit analyses under various scenarios with different
numbers of SAVS vehicles and fares, to investigate the conditions that maximize the
benefit to the cost. Twenty simulations are performed for each scenario, and the

average value is used in the analysis.

5.3.1 Posterior Evaluation of the MaaS Pilot

In the demonstration experiment, railroads and local buses operated on the same
timetable and routes as usual, and in addition, MaaS was introduced, including SAV'S
as an option. 21 SAVS vehicles were used. OD data for the day with the highest
demand (70 demand) was used. For comparison, a simulation was also conducted in
which all data (824 demands) during the demonstration experiment were used as the

daily demand.

The costs and benefits calculated from the simulations and the cost-benefit ratios
are shown in Table 5.1. The cost-benefit ratio for the most demanding day (70
demand) was 0.066, a very low value. On the other hand, the cost-benefit ratio
for the hypothetical high-demand scenario (824 demand) was 0.789, which is higher
than the 70-demand scenario, but the cost-benefit ratio is less than 1. Based on this
result, it can be said that the benefits of this experiment were not commensurate
with the costs, i.e., the introduction costs cannot be recovered only from the fare
revenue. However, since the cost-benefit ratio improves as the demand increases, it
can be considered that the introduction of the MaaS can be expected to be effective

by raising awareness of the MaaS and increasing the demand.

Note that the benefits do not necessarily increase in proportion to the demand.

73



Chapter 5: Simulation Analysis of Mobility as a Service

Table 5.1: Cost-benefit evaluation

70 demand | 824 demand

Operating cost 210000 210000

Social cost

CO2 emission cost | 12.206 145.175

User benefit 6555.791 79092.289

Social benefit
Provider benefit 7272.056 86656.399

Cost-benefit ratio 0.066 0.789

For reference, Figure 5.2 shows the changes in the share rates of railway, buses, and
SAVS. The ratio of shifting from railway and local buses to SAVS is almost the same
even if the demand increases. This is considered to be because the number of vehicles
is sufficient for the number of demands, and the service level of SAVS did not change
even if the number of demands increased. If the demand is further increased, the
supply will not be able to catch up with the demand, waiting time will increase, and

the benefit to the users will not increase.

5.3.2 Exhaustive Simulation

Simulations are performed for 70 demand scenarios, with the number of vehicles
changed from 1 to 21 by 1 and the initial fare of SAVS changed from 0 yen to 1,400
yen by 100 yen. The cost-benefit ratios for each scenario, the cost-benefit ratio from

the provider’s perspective are shown in Figure 5.3. The cost-benefit ratio from the

74



Chapter 5: Simulation Analysis of Mobility as a Service

Figure 5.2: Mode share rate

provider’s perspective is the value obtained by dividing the supplier benefit by the
operation cost, and is referred to as the supplier cost-benefit ratio. This figure shows
that the scenario in which the cost-benefit ratio exceeds 1 is the scenario in which the
number of vehicles is 1 and the starting fare is between 0 yen and 700 yen. The cost-
benefit ratio reached its maximum value of 1.583 when the number of vehicles was 1
and the starting fare was 200 yen. The supplier cost-benefit ratio never exceeded 1
in any scenario, and reached a maximum value of 0.743 when the number of vehicles
was 1 and the starting fare was 800 yen.

A similar exhaustive simulation is performed for the 824-demand setting. The
results are shown in Figure 5.4 The figure shows that if the demand increases and

the number of vehicles and fares are adjusted, a profitable situation for the supplier
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(a) Social cost-benefit (b) Provider cost-benefit

Figure 5.3: The cost-benefit ratio (70 demand).

can be created. However, since the share of railways and buses is reduced by the
introduction of SAVS (OSMS), coordination between the different operators of each

mobility service is necessary.

5.4 Conclusion

This chapter presents a simulation analysis of the benefits that MaaS brings to
users. The benefits to users of introducing OSMS in addition to trains and buses
and increasing their transportation options were investigated in accordance with the
setting of the MaaS demonstration experiment in Shizuoka. The results show that
the introduction of MaaS, or in other words OSMS, increases the benefits to users,
but the provider loses profit when the number of users is small. If the number of users
increases and the number of OSMS vehicles and fares are adjusted, the provider also

archives benefits. However, since the share of railways and buses is reduced by the
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(a) Social cost-benefit (b) Provider cost-benefit

Figure 5.4: The cost-benefit ratio (824 demand).

introduction of OSMS, coordination between the different operators of each mobility

service is necessary.
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Chapter 6

Simulation Analysis of On-demand

Shared Mobility Services

6.1 Introduction

As smartphones are becoming prevalent and the accuracy of location-information
data improves, on-demand mobility services, such as Uber, Lyft, and DiDi, are be-
coming more common. On-demand mobility services allow passengers to move from
their current locations to their destinations. They make trips of passengers more
convenient than conventional public transportation such as railways and buses. Fur-
thermore, the population of early people is increasing in some countries, and the
elderly are required to return their driver’s licenses. Therefore, the number of people
who are unable to travel conveniently is likely to increase in the near future, and
on-demand mobility services are expected to provide for their mobility. However, the
shift to on-demand mobility services by former public transit users and private vehicle

users has increased the number of service vehicles and caused congestion. [83, 84].
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On-demand shared mobility services (OSMS), such as UberPOOL (recently, called
UberX Share), Lyft Shared, and Via, are viewed as more appropriate than others.
OSMS can be operated with a small number of vehicles, thereby mitigating congestion
caused by on-demand mobility services. In 2017, UberPOOL operated in 36 cities,
and Lyft Shared was used in 16 cities in the United States [85]. OSMS can transport
multiple passengers who move to similar destinations and routes at a time. OSMS
serve as both a "bus” that can carry many passengers and a "taxi” that can move
flexibly. It may take a longer travel time than for a regular taxi due to the detours of
shared passengers. On the other hand, the fare is cheaper than a regular taxi. One
vehicle can carry multiple passengers, so operating costs can be reduced as well as

congestion.

Researchers have analyzed the effects of OSMS, that is, the effectiveness of sharing,
but only few studies have used actual usage data. Generally, a small amount of OSMS
data is available, and the specific impact of OSMS cannot be quantified [86, 85]. The
only research in which actual data were used was that of Li et al. who analyzed
DiDi’s operation data [87]. From their findings, OSMS saved an average of 22% on
vehicle hours traveled compared with regular taxis. However, passengers’ average
travel time and travel distance increased by 30% (10 [min]) and 15% (1.5 [km]),
respectively. They stated that the usage rate of OSMS was as low as 6%-7% due to
reduced passenger convenience. Other studies based on simulations suggested that
OSMS improve operational efficiency. For example, Sun et al. used taxi-usage data in
Washington, D.C. to compare taxi trips with simulated OSMS trips [88]. From their
findings, total vehicle hours traveled decreased by 18% if passengers were willing to

increase their travel time by an average of 25% and four passengers share a vehicle.
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OSMS improve operational efficiency but increase the travel time of passengers.

Because OSMS are generally door-to-door (D2D) services that transports passengers

from their current locations to their destinations. It causes detours, one-way streets,

traffic jams, and so on, extending the travel time of passengers [89, 90]. This is

undesirable for both the operator and passengers.

Recently, meeting points (MPs)-based OSMS have been developed. MPs-based

OSMS allow passengers to walk near specific pick-up/drop-off points (MPs), as shown

in Figure 8.2. The benefits of introducing MPs are as follows [89].

Operational efficiency: Services can be established with fewer vehicles and
shorter VKT by reducing the number of extra detours. More passengers’ re-
quests (hereafter, passengers’ requests are termed as demands) can be handled
under the same setting.

Passengers convenience: When multiple passengers are riding simultaneously,
the total travel time may be reduced because fewer stops are required.

Safety: Pick-up and drop-off on residential roads can cause accidents. Placing
MPs on arterial roads and parking lots makes pick-up and drop-off safe.
Health: Incorporating walking into a trip can be seen as a healthier and more
sustainable mobility service.

Privacy: Because passengers are not picked up and dropped off at their actual
origin and destination, their home or workplace addresses are not revealed.
FEasier rendezvous: In D2D, the driver and passengers cannot identify each
other’s location easily. By clearly defining the meeting place, drivers can eas-
ily recognize passengers’ boarding and destination and passengers can easily

recognize the location of the vehicle.
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(a) D2D-based (b) MPs-based

Figure 6.1: Illustration of the differences between D2D-based and MPs-based OSMS.

Previous studies have demonstrated that the introduction of MPs into OSMS
can improve operational efficiency from the perspectives of the number of vehicles,
VKT, and the rejection rate of demands [89, 91]. However, the benefits in terms of
passenger convenience have not been thoroughly investigated. OSMS increase the
travel time of passengers more than non-shared services, and the introduction of MPs
mandates passengers to walk. Therefore, some companies have attempted to address
these issues by discounting the fare. For example, Uber offers MPs-based OSMS,

called Uber ExpressPOOL, which is 25% lower than UberPOOL [92].

In this chapter, I examine the impact of the introducing MPs into OSMS on the
travel time of passengers by asking the question: "Is there any possibility that the
introduction of MPs will shorten the travel time of passengers?” Intuitively, as the
number of passengers increases, the average travel time of passengers will be shorter
if passengers are picked up and dropped off at MPs rather than using D2D-based
services. It is crucial to determine whether there is an advantage in terms of the

travel time of passengers, and if so, under what conditions can it be achieved.

I evaluate the introduction of MPs in terms of operational efficiency and passenger
convenience through agent-based simulations. First, I compare D2D-based OSMS

with MPs-based one, which mandates passengers to walk to MPs. Moreover, I analyze
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the benefits of introducing MPs and the conditions under which those benefits occur
in synthetic and static situations. This is called static analysis because all requests
are generated at the same time and no sequential route optimization. Then, I conduct
a simulation analysis on the basis of the hypotheses obtained from the static analysis.
This is an agent-based simulation, where requests are generated each time, and vehicle
allocation route optimization is performed dynamically. In the simulation analysis,
I use actual road network and demand data to verify the benefits of introducing
MPs. Simulations were performed by varying parameter combinations such as MP
locations, the number of demands, the number of vehicles, and vehicle capacity.

The remainder of this chapter is organized as follows. Section 6.2 reviews the
literature related to MPs; Section 6.3 describes the static analysis; Section 6.4 ex-
plains the configuration of the simulator used in our simulation analysis and a vehicle
assignment algorithms; Section 6.5 describes the setup and results of the simulation

analysis; finally, Section 6.6 summarizes the study, along with future works.

6.2 Meeting Points-based On-demand Shared Mo-
bility Services

In this section, I review the literature related to MPs-based OSMS (on-demand
shared mobility services).

According to Czioska et al. [89], most studies on MPs assumed a ride-sharing case.
Bach driver has their origin and destination and does not act as a service provider.
The popular study by Stiglic et al. have reported that introducing MPs in a setting

with one driver and multiple passengers improves the number of matches and reduces
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the total VKT [93]. Subsequently, many variations have been studied, such as the
recommendation of MP locations in long-distance ride-sharing [94], allocation-route
optimization when MPs are included in ride-sharing [95], and optimization of MP
locations in ride-sharing situations when passengers do not reveal their origin and

destination for privacy reasons [96].

Zheng et al. analyzed the effect of introducing MPs on Flex-route buses [97],
where routes between bus stops are not fixed and can be changed flexibly within
the constraints of the timetable at bus stops. Timetable constraints of bus stops
sometimes reject some demands. Zheng et al. attempted to solve this problem by
introducing MPs into Flex-route buses. MPs are installed in the area between bus
stops. Passengers are picked up and dropped off at either bus stops or MPs. They
formulated this problem as a two-stage optimization problem. First, demand rejection
is determined, and then, the route is optimized. An experiment using an artificial
map shows that the demand rejection rate decreases with the introduction of MPs.
In other words, the number of detours and stops can be reduced by introducing MPs,
and more demand can be handled within the time schedule constraints. However, the
travel time of passengers is increased. It is noted that the total travel time of rejected

passengers was excluded, so there was no direct comparison with D2D-based services.

Few studies have investigated the effects of introducing MPs on OSMS. Czioska
et al. proposed bi-level optimization for MP-based OSMS in a setting in which all
demands are known in advance [89]. First, demands are clustered on the basis of
the origin, destination, and departure time. Then, the demands in each cluster are
further divided into subgroups on the basis of the walking distance to MPs and

assigned to MPs. Candidate MPs are located at parking lots, train stations, and
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other locations for easy pick-up and drop-off. In an experiment using a map of the
city of Braunschweig, Germany, MPs-based OSMS improved operational efficiency in
terms of the number of vehicles, vehicle hours traveled and VKT; however, the travel
time of passengers was increased. This is consistent with the results of Stiglic et al.
for simple ride-sharing. The reason for the increase in passenger travel time is that

passengers have to walk to an MP and wait for other passengers to arrive at the MP.

Czioska et al. assumed a static situation in which the demand is known in advance,
but Fielbaum et al. investigated the optimization of routes for MP-based OSMS in
dynamic situations [91]. Passengers can move to their desired pick-up and drop-off
locations or MPs. The waiting time, walking time, on-boarding time, and additional
waiting and on-boarding time due to the acceptance of new demands are defined as
passenger travel costs. Moreover, the cost of demand rejection is also considered a cost
that should minimize. Demand acceptance and routing are optimized to minimize
these costs. Experiments using actual maps and demands in Manhattan have shown
that introducing MPs improves VKT and demand rejection rates. The experiment
results also show that the passenger cost (including demand rejection) is less in MPs-
based OSMS than in D2D-based OSMS. However, since these results depend on the
cost definition of demand rejection, it is necessary to compare the travel time of
passengers in D2D-based OSMS with that in MPs-based OSMS in a setting where all
demands are accepted. In addition to reducing VKT, it has also been reported that

the introduction of MPs can reduce congestion at curbsides [98] and noise [99].

In summary, studies on introducing MPs into OSMS and similar studies have
confirmed operational efficiency improvement in terms of the number of vehicles,

VKT, and demand rejection rate. However, the benefits to passengers are unclear.
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Therefore, the purpose of this study is to investigate the benefits of introducing MPs
from the perspective of not only operational efficiency but also passenger convenience,

especially travel time.

6.3 Static Analysis

This section analyzes the effect of introducing MPs in a static situation.

6.3.1 Setting

As shown in Figure 6.2, I consider a trip between two areas. There is only one
vehicle and no capacity constraint. All passengers request a trip simultaneously, and
they go in the same direction (from left to right). In D2D-based OSMS, a vehicle
moves through the origin and destination of each passenger. In MPs-based OSMS,
passengers walk to an MP, board and alight a vehicle at an MP, and then walk to
their respective destinations. The passengers’ travel time is equal to the time it takes
to arrive at their respective destinations because they call a vehicle simultaneously.
In this analysis, I compare the average travel time of passengers in D2D-based OSMS
with that in MPs-based OSMS and examine the effect of introducing MPs. In the
case of a three-area trip, passengers board a vehicle at the first MP and alight at the
second or third one.

D2D-based OSMS route is calculated by solving an optimization problem formu-
lated as a 0-1 integer programming problem similar to the traveling salesman problem.
Let G = (V, E) be a graph consisting of a node set V' and an edge set F connecting
each node. Let the number of passengers be n. Let V be a node set of node 0 rep-

resenting the initial position of the vehicle and nodes {1,2,...,2n} representing the
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Figure 6.2: Static analysis situations.

pick-up and drop-off locations of each passenger. The edge-connecting nodes ¢ and
J are denoted as e;; € E. The travel cost between nodes ¢ and j is ¢;;, where the
Manhattan distance is used to account for the structure of the road. Let z;; be the
decision variable to be optimized. It is set to 1 if the vehicle passes through the edge
ei;; otherwise, it is set to 0. From the above explanation, the optimization problem

formulation to search for D2D-based OSMS route is as follows.

subject to
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where Eq. 6.1 represents the objective function to minimize the travel cost of a
vehicle. Eq. 6.2 is the constraint that the vehicle visits each passenger location only
once. Eq. 6.3 is the constraint that the vehicle starts from an initial location. Eq. 6.4
is the constraint that the number of vehicle coming to a passenger location is the
same as that leaving that location. Eq. 6.5 is a sub-tour elimination constraint. The
sub-tour S is a round tour that returns to where the vehicle starts without visiting
all the points, and is a set consisting of combinations of nodes that do not contain
a depot. Eq. 6.6 is a constraint on the decision variables. Note that a constraint to
remove routes such that the vehicle goes to drop-off locations before the passenger’s
pick-up locations is excluded in the formulation. Such routes are removed from the
candidate solutions automatically during the optimization process because they do
not minimize the cost.

Furthermore, I describe the specific setup. The number of passengers is n =
{1,2,...,15}. In the three-area trip, n = 1 is the same as in the two-area case, so
n = {2,...,15}. I define a walking speed of 3 [km/h] as assumed for elderly users
because OSMS is assumed to replace private cars as transportation for the elderly.

Additionally, let the vehicle speed be 30 [km/h]. The size of the rhombus determines
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how far passengers should walk to/from an MP and is ryp = {200,400} [m]. The
ryp is also the interval between MPs. I chose this setting because bus stops are
generally 300-500 [m] apart. In other words, if rp;p = 200 [m], passengers will walk
up to 100 [m] to the MP. The distance d;,;; from the initial position of the vehicle to
the first MP is set to {1,2} [km], depending on rjp. This is the same distance that
a vehicle can travel in the time it takes a passenger to walk {100,200} [m], and it is
set to prevent the vehicle from departing before the passengers at the farthest MP
in the rhombus arrive. In the two-area trip, the distance dy;p between the first and

second MPs is set to 2 [km], and in the three-area trip, it is set to 1.5 [km].

The vehicle stop time includes the acceleration/deceleration time and passenger
pick-up/drop-off time. Since the acceleration/deceleration time is 11 [s] in a previous
study [100], I assume that it takes an additional 5.5[s] each to stop and start the
vehicle at the pick-up/drop-off point. In addition, according to the same study [100],
the passenger pick-up and drop-off times are proportional to the number of passengers,

Npa, and each is assumed to be 5 4 2.75my, [s].

From the above information, I compare the average travel time of passengers in
D2D-based and MPs-based OSMS using varying n and rj;p. Passengers’ origin and
destination locations are generated randomly within the rhombus, and an average
of 200 calculations are performed for the comparison. D2D-based OSMS route opti-
mization is modeled using PuLP, a Python optimization library, and the CBC solver

is used for optimization.
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(a) Two areas

(b) Three areas

Figure 6.3: Average travel time of passengers in D2D-based and MPs-based OSMS.

6.3.2 Results

The results for the two-area trip are displayed in Figure 6.3(a). Each graph
corresponds to rpp = {200,400} [m], respectively. The solid line represents the
average value, and the widths represent the maximum and minimum values in 200
trials. Specifically, when ry,p = 200 [m], four or more passengers are picked up and
dropped off at the MP; when ry;p = 400 [m], five or more passengers are picked up

and dropped off at the MP, the average travel time of passengers becomes shorter
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in MPs-based OSMS than inD2D-based one. The same results are obtained for the
three-area trip (Figure 6.3(b)). The VKT is reduced when the pick-up and drop-off
locations are aggregated at one MP.

I found that the introduction of MPs reduces the VKT and, if the number of
demands n exceeds a certain number, the average travel time of passengers in MPs-
based OSMS is shorter than that in D2D-based OSMS. Since, in this static analysis,
there is one vehicle and all passengers ride together, n represents the number of shared
passengers. Therefore, in other words, the introduction of MPs reduces the average
travel time of passengers if the number of shared passengers is greater than a certain
number.

However, there are limitations to this static analysis.

e Demands are generated in the same one direction simultaneously. However, in
the real world, trips are requested from various directions at various times, so
it is difficult to share rides.

e Passengers wait for other to arrive. In this static analysis, passengers are as-
sumed to wait until other passengers arrive at the aggregation MP. However,
waiting for other passengers is not typically considered in a case without a
timetable because it would negatively affect convenience.

e The capacity of a vehicle. Although more passengers boarding/alighting a ve-
hicle at an MP simultaneously reduces their average travel time, depending on

the vehicle capacity, the effect may not be seen.

In the real world, MPs-based OSMS charge a smaller fare than D2D-based OSMS
because of reduced passenger convenience caused by the condition requiring passen-

gers to walk to MPs. For example, Uber charges 25% less for UberExpressPOOL (i.e.
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MPs-based OSMS) than for UberPOOL (i.e. a regular D2D-based OSMS). Therefore,
when evaluating the effect of MPs introduction on passenger convenience, it is better

to include the fare in the analysis.

6.4 Simulation Analysis Method

The static analysis shows that the introduction of MPs shortens the VKT and,
reduces the average travel time of passengers more in MPs-based OSMS than in D2D-
based OSMS if the number of shared passengers exceeds a certain number. However,
the static analysis has the above-mentioned limitations, thus further analysis in a more
realistic setting is needed. In addition, several configurations such as the locations
of MPs, the number of vehicles, and vehicle capacity, should be adjusted to create
conditions under which the average travel time of passengers can be reduced. Among
the combinations of these configurations, I want to determine conditions that improve
operational efficiency and passenger convenience. Therefore, I perform agent-based

simulation analysis.

6.4.1 Simulator Configuration

The configuration of the simulator is shown in Figure 6.4. Passengers and vehicles
are treated as agents, and the simulator represents the traffic conditions of the day.
It consists of network data, passenger models, and vehicle models. The network data
consist of nodes and links. Nodes are intersections and links are roads connecting

nodes. The passenger model is used to calculate the utility (convenience) of trips *.

'In the future, I plan to incorporate the choice model of transportation modes or D2D- and
MPs-based OSMS
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Figure 6.4: Configuration of our simulator.

The utility calculation method is described in Section 6.5. The vehicle movement is

simulated using the traffic simulator Simulation of Urban Mobility (SUMO) [81].

6.4.2 Allocation Method

The vehicle agent moves in accordance with the optimized route by using the
successive best insertion method proposed by Noda et al. [101]. This algorithm is
adopted in SAVS (Smart Access Vehicle Service) [102], which is one of the OSMS

provided in Japanese cities. Although many optimization algorithms have been pro-

93




Chapter 6: Simulation Analysis of On-demand Shared Mobility Services

posed, such as [103], the object of this study is not to validate optimization algorithms.
Moreover, this algorithm leads to a quasi-optimum, and I believe that the tendency
of the simulation is not different from that of using an algorithm that leads to a fully
optimal solution.

The centralized system has information on the current demand and the location of
vehicles and performs vehicle allocation and route optimization each time a demand
generates, based on the following constraints. An illustration of the successive best

insertion method is shown in Figure 6.5.

e The vehicle v that accepts the new demand d does not change the order of
pick-up and drop-off of the already accepted demand d’ € D, but inserts the
pick-up and drop-off of the new demand.

e Fach demand has a time constraint for pick-up and drop-off, and vehicles are
allocated to satisfy the time constraint. When a new demand is received, the
vehicle shall be allocated so that the time constraints of the existing demand
are not exceeded.

e The allocation of vehicles v is determined in such a way that for each new

d,v

demand d accepted, the travel time of the new demand ¢, ..

, and the total

delay time for the existing demand tfjl;;;y are minimized (Eq. 6.7).

. dv § : d'w
arg min ttravel + tdelay (67)
v d'€D,

Note that for t;qver and tgeiqy, the travel time is obtained by dividing the Manhat-
tan distance between two points in the pick-up and drop-off sequence by the vehicle

speed.
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Figure 6.5: lustration of the successive best insertion method for real-time OSMS.

Each demand has a time constraint for pick-up and drop-off, and the time con-
straint is calculated at the time the demand is generated. In D2D-based OSMS, a
time constraint is set for drop-off so that it is not faster to travel on foot. In MPs-
based OSMS, it is assumed that passengers are picked up and dropped off at MPs.
Moreover, as a pick-up time constraint, the vehicle does not arrive at an MP before
passengers arrive at that MP. The constraint on the drop-off time is the same as in
D2D-based OSMS.

In addition, the selection of MPs also affects operational efficiency and passenger
convenience. For example, in the case shown in Figure 6.6, if the nearest MP is used,
the passenger would take route (a) every time. However, depending on the location of
the vehicle, it may be better to use route (b) even though it may require a longer walk.
Therefore, in MPs-based OSMS, when a demand is generated, four MPs around the
origin or destination are searched, and the successive best insertion method is used
to optimize the allocation for each of the 16 route patterns (4 x 4). The pattern with
the lowest cost among the 16 patterns is selected. This MP selection is expected to

improve vehicle operating efficiency and passenger convenience. A comparison of the
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Figure 6.6: Illustration of MP selection.

case with the closest MP and the case with MP selection is mentioned in Section 6.5.

6.4.3 Simulation Flow

The simulation flow is as follows.

1. Input service configurations such as the locations of MPs, the number of vehi-
cles, and vehicle capacity.

2. A passenger requests a trip (a demand) following the OD data representing the
passenger’s origin, destination, and departure time.

3. The current vehicle location is obtained from SUMO, and the vehicle allocation
is optimized.

4. The vehicle agent moves on SUMO following the optimized route.

5. Steps 2 to 4 are repeated until all passenger demands have been attended to.
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6. Return various indices related to operational efficiency and passenger conve-

nience.

6.5 Simulation Analysis Settings and Results

I examine the effects of MPs introduction on operational efficiency and passenger
convenience using real maps and demand data. I explain the actual data, service

configurations, and the results.

6.5.1 Data

I focus on the area south of central station (Shizuoka Station), Shizuoka City,
shown in gray in Figure 6.7 2. Figure 8.9 shows the road network in the service
area, consisting of 4,045 nodes and 9,257 links. The average link length is 43.8 [m].
The area is 3 [km] long and 4 [km| wide. The edge colors in Figure 8.9 correspond
OpenStreetMap way tags.

I use the Person Trip Survey (a kind of Household Travel Survey) conducted
in 2012 as source data to generate passenger demands. The survey asked citizens to
respond to a questionnaire, which included their characteristics (e.g., age and gender),
the purpose of travel, places of origin and destination, time of travel, and travel mode.
The origin and destination points were aggregated by the zones shown in Figure 6.7.
I select travels by public transportation (bus, taxi) and/or private cars as potential
candidates of OSMS users. I also omit trips within the same zone and trips of less

than 1 [km] travel distance.

2In this area, the local government and some companies have frequently conducted demonstration
tests of new mobility services such as OSMS and MaaS (Mobility as a Service).
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Figure 6.7: Map of Shizuoka City. The service area is highlighted in the gray square.
The zones delimited by the blue line are the aggregation zones used in the Person
Trip Survey.

From the Survey, the most frequently traveled hour was 4 P.M. The total number
of demands at 4 P.M. is 2,038. Figure 6.9 shows the distributions of origin (a) and
destination (b) at 4 P.M. The color intensity indicates the number of origins and
destinations within a 200 [m] mesh; the mesh with the highest concentration of origins
is located at the central station. The same mesh is also a highly concentrated area
on the destination map. Another highly concentrated mesh in the destination map is

located southeast of the station, which is a shopping mall zone.

To verify the result of the static analysis, I perform simulations with varying
the numbers of demands. The static analysis indicates that the average travel time
of passengers is shorter in MPs-based OSMS than in D2D-based OSMS when the
demand exceeds a certain level. I define the number of minutes of starting the travel
for each demand by uniformly sampling between 0~59 because the Person Trip Survey
does not record the start time of the travel in minutes. Then, from the 2,038 demands
at 4 P.M., I randomly sample 50, 100, 200, 500, and 1,000 demands. To eliminate

randomness, the demand data were generated by sampling each demand number 100
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Figure 6.8: Network and road types (Source: OpenStreetMap).

times. Note that the demand for travel by taxi, bus, and private cars for elderly

persons aged 65 and over at 4:00 p.m. is approximately 500.

6.5.2 Settings

To demonstrate the effects of MP in real-world scenarios, I need to carefully select
the parameters of MPs and OSMS. Especially, the locations of MPs, the number of
vehicles, and vehicle capacity are three key parameters reflecting the real features of
the OSMS with MPs.

Locations of MPs depend on two parameters: the average interval between MPs
and the categories of road edges where MPs are located. For the average interval,

I use 200 [m] and 400 [m] in the experiments. The value 400 [m] reflects a setting
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(a) Origin (b) Destination

Figure 6.9: Origin and destination distributions of peak time (4 P.M.) demand.

similar to typical bus services with stops spaced 300 to 500 [m] apart. The value
200 [m] is the case that OSMS with MPs provide more convenient services than the
bus services. I suppose that shorter MP intervals will reduce the cost of walking for

79

passengers. For the categories of road edges, I choose only "primary,” ”secondary,”
and "tertiary” edges in OpenStreetMap data, excluding residential and minor edges,
because frequent traffic on such minor roads tends to cause accidents. It has also
been reported that on-demand services often travel on residential roads [84]. Finally,
I determine the MPs as follows: Collect midpoints of the primary/secondary /tertiary
edges and choose a subset of them as MPs with their intervals greater than 200 [m]

and 400 [m]. Figure 6.10 shows MP locations. The number of MPs for 200 m] and

400 [m] intervals is 175 and 77, respectively.

I find the minimum fleet sizes that avoid any rejections. In other words, find the
minimum number of vehicles needed to ensure that travels of all demands are faster
than walking. Since the actual minimum number of vehicles depends on the number of
demands and the size of the area, I perform 100 simulations for different combinations

of the number of vehicles and other parameters and determine the minimum number.

100



Chapter 6: Simulation Analysis of On-demand Shared Mobility Services

(a) 200 m (b) 400 m

Figure 6.10: Locations of MPs.

Vehicle capacity affects operational efficiency and passenger convenience. It can
be assumed that the VKT and, by extension, the the travel time of passengers is
reduced by picking up and dropping off passengers at the same MP because D2D
detours are avoided. The reduction will be greater as more passengers are picked up
and dropped off at the same MP. Larger vehicle capacity will improve the possibility
of accepting more passengers at the same MP. In the experiment, 1, 2, 4, and 8 vehicle
capacities are tested. A vehicle capacity of 1 assumes an operation of a regular taxi
in which passengers don’t share their trip. A vehicle capacity of 2 or 4 indicates the
number of passengers that can be accommodated in a regular taxi vehicle. A capacity

of 8 assumes the case of a minibus.

The parameters in the simulation, along with other parameters are shown in
Table 6.1. The stop time for pick-up and drop-off is 15 [s], regardless of the number
of passengers, and the acceleration/deceleration time uses the default value of SUMO.

And the initial locations of all vehicles are Shizuoka Station.
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Table 6.1: Simulation parameters.

Parameter Value

Number of demands (1 hour) 50, 100, 200, 500, 1000
MP location interval 200, 400 [m]

Vehicle capacity 1, 2, 4, 8 passengers

Stop time for boarding and alighting 15 [s]

Maximum speed of the vehicle 60 [km/h]

Walking speed 3 [km/h]

6.5.3 Results

The number of vehicles affects operational efficiency and passenger convenience.
The number of vehicles required for each demand pattern is shown in Table 6.2.
This table shows that the vehicle capacity has the largest impact on the number of
vehicles, followed by MPs introduction. The number of vehicles in D2D-based OSMS
is reduced by increasing the vehicle capacity from 1 to 2 and from 2 to 4. When
demand is low, there is no difference between vehicle capacities of 4 and 8, but when
demand is high (1000 demands), there is a difference. The results also show that as
the number of demands increases, the reduction in the number of vehicles due to the
introduction of MPs becomes more significant.

Here, I discuss the results of D2D- and MPs-based OSMS with the adjusted num-

ber of vehicles required for each service (Case 1) and the results of MPs-based OSMS
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(b) Case 2: same number of vehicles

Figure 6.11: Total vehicle kilometers traveled (VKT).

with the same number of vehicles as in D2D-based OSMS (Case 2) (Number of vehi-

cles of D2D-based OSMS in Table 6.2).

VKT

Figure 6.11 shows the VKT for each vehicle capacity and demand. The solid line
indicates the mean value of 100 simulations, and the width indicates the standard
deviation. Since the number of vehicles required is reduced by capacity expansion
and the MPs introduction, the VKT is also reduced.The VKT reduction in Case 2 is
smaller than in Case 1 because the number of vehicles is the same. However, even

when the number of vehicles is the same, the MPs introduction can reduce the VKT.

The larger vehicle capacity and MPs intervals mean that more passengers can be
picked up and dropped off at a single MP, leading to fewer detours than in D2D-based

OSMS, which is thought to reduce the VKT. In addition, fewer stops due to pick-up
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and drop-off reduce the demand processing time, allowing for more efficient operation
with fewer vehicles. The VKT is also reduced when the vehicle capacity is 1, i.e., when
MPs are introduced in a normal taxi operation. This is because passengers walk part
of the way between ODs, and since the detour is reduced by passengers are picked up

and dropped off at the MPs.

Travel time of passengers

Figure 6.12 shows the average travel time of passengers. This figures show that in
Case 1, the travel time is longer in MPs-based OSMS than in D2D-based OSMS, even
when the number of demands is increased. On the other hand, in Case 2, the travel
time is shorter in MPs-based OSMS than in D2D-based OSMS when the number of
demands is increased. Note that from Welch’s test, it was statistically found that
MPs-based OSMS has shorter travel time of passengers than D2D-based OSMS when
the number of demands is greater than 100 for capacity 1, and when the number of
demands is greater than 200 for capacities 2, 4, and 8.

Figure 6.13 and Figure 6.14 show the on-boarding and waiting time, respectively.
Incidentally, the walking time is approximately 6 [min] when the MPs interval is
200 [m] and approximately 10 [min] when MPs interval is 400 [m] for all conditions.
Figure 6.13 shows that as vehicle capacity increases, the on-boarding time increases.
This is due to the increase in the number of shared passengers. However, the in-
troduction of MPs reduces the on-boarding compared with D2D-based OSMS for all
conditions. In addition, Figure 6.14 shows that the introduction of MPs reduces
waiting time. However, the walking time to use MPs is greater than the reduction in
on-boarding and waiting time, increasing the travel time in Casel. On the other hand,

in Case 2, the MPs introduction significantly reduces the waiting time compared to
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Figure 6.12: Average travel time of passengers.

Case 1, resulting in a shorter travel time than D2D-based OSMS.

Figure 6.15 shows the average number of pick-up passengers at an MP. For a
vehicle capacity of 1, the number of pick-up passengers per MP is 1, even for an MPs-
based OSMS. As the vehicle capacity is increased, the average number of passengers
per MP increases. The larger the MP interval, the larger the number of pick-up
passengers per MP. This is because the larger the MP interval, the fewer the number
of MPs, and thus, the greater the probability of passengers being concentrated into a
single MP. This tendency is stronger when the number of demand is larger. In Case
2, the number of vehicles in MPs-based OSMS is larger than in Case 1, so the average
number of passengers per MP is smaller, but this trend is consistent. Figure 6.14(b)
shows that the waiting time in MPs-based OSMS decreases as the number of demands
increases when vehicle capacities of 4 or 8. This is because the average number of pick-

up passengers per MP increases as the demand increases. The introduction of MPs
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Figure 6.13: Average on-boarding time.

allows passengers to board a vehicle and alight at the same MP, even if the number of
passengers increases, thus reducing the number of detours and the time spent waiting
for other passengers. The reduction in VKT also shows that the introduction of MPs
reduces the number of detours, allowing demand to be processed more quickly, thus
reducing the waiting time. Therefore, the average travel time of passengers is shorter

in MPs-based OSMS than in D2D-based OSMS when the demand is increased.

Illustrative results

For a more intuitive understanding, I focus on a certain OD set to explain the
effects of introducing MPs. Based on the results for the 1000 demands, the number
of vehicles is 48, and the vehicle capacity is 8, I focus on the five ODs moving from
east to west, as shown in Figure 8.11. Figure 8.11 shows the trajectory of the vehicle

for these five ODs.
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Figure 6.14: Average waiting time.

I can see that in the D2D- and MPs-based (200 [m]) cases, the demand is handled
by three vehicles, Whereas, in the MPs-based (400 [m]) case, it is handled by one
vehicle. In the D2D-based case, the vehicles detour to process other demands as well.
The dispatch and routing are optimized under a time constraint such that the travel
time between the pick-up and drop-off points is shorter than the time required for
walking. In the MPs-based case, the time constraint is tighter than in the D2D-
based case because the distance between the pick-up and drop-off points is shorter.
Therefore, the routing optimization is performed to minimize the number of detours

in the MPs-based case. This can be clearly seen in Figure 8.11.

Table 6.3 shows the results for this sample OD. As shown in Figure 8.11, the
introduction of MPs significantly reduces the VKT. The effect is further improved
by increasing the MPs intervals, i.e., by aggregating more passengers to a single MP.

The travel time is 68% of D2D at 200 [m] intervals and almost the same at 400 [m]

107



Chapter 6: Simulation Analysis of On-demand Shared Mobility Services

Capacity: 1

e o : & - e
Capacity: 2 Capacity: 4 Capacity: 8
=18 =18 pacity =18 pacity =18 pacty
s —— D2D b —— D2D 2 —— D2D 5 —— D2D
g 16 —e— MPs {200m) o 16 —e— MPs (200m) 216 —e— MPs {200m) 2 16 1 —s— MPs (200m)
g MPs (400m) | & MPs (400m) | E MPs (400m) | & MPs (400m)
214 214 514 214
5 5 5 5
] o @ o
212 212 212 212 e
2 2 e 2 2
%10 {o———— L 10 L 10 210
il & & &
% 0 20 a0 0 @0 100 ¥ © 200 400 0 80 1000 2 0 200 400 0 B0 1000 ¥ © 200 40 600 &0 1000
# of demands # of demands # of demands # of demands

(a) Case 1: adjusted number of vehicles

Capacity: 1

= 5 Capacity: 2 = Capacity: 4 5 Capacity: 8

=1s =18 pacity =18 pacity =1s pacity

5 —— D2D M —e— D2D 5 —— D2D 5 —— D2D

216 —e— MPs{200m) | g 16 —e— MPs (200m) | 516 —e— MPs{200m) | 516 —— MPs (200m)

o MPs (400m) | = MPs (400m) | = MPs (400m) | = MPs (400m)

3 14 B 14 3 14 ,E- 14

5 5 5 5

o o o 1

212 812 212 x/=”—* 212 /r.——:"__‘

] 3 ] 3

2 2 s | 2 2

“2‘10 r———————————% ‘3‘10 e - . “g".l(] e - - :.j.la - - .

] b ] ]

% 0 200 400 €00 800 1000 F O 200 400 600 GO0 1000 ZF 0 200 400 600 800 1000 % © 200 400 600 800 1000
# of demands # of demands # of demands # of demands

(b) Case 2: same number of vehicles

Figure 6.15: Average number of pick-up passengers at an MP.

intervals. Note that the results for this sample represent the most effective example

of aggregation, so the improvement in VKT is large, while the reduction in travel

time is small.

Summary of results

The introduction of MPs reduce the number of vehicles required to maintain a
certain level of service quality. If the number of vehicles is reduced in response to
the introduction of MPs, the travel time of passengers will increase, but only by a
maximum of 5 [min]. The static analysis results that the introduction of MPs into
OSMS shortens the VKT and reduces the average travel time of passenger in MPs-
based OSMS more than in D2D-based service if the number of demands are above
a certain number, are also verified by simulation analysis. Although not conducted

in our experiment, if the number of demand is further increased, the travel time by
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(a) D2D (b) MPs (200 m) (¢) MPs (400 m)

Figure 6.16: Examples of D2D-based and MPs-based OSMS routes. The green circle
indicates the origin and the red circle indicates the destination. The gray circles
indicate the pick-up/drop-off points of the demand handled by the vehicle in addition
to the five ODs. The light blue markers are MPs. The black solid lines indicate
vehicle trajectories and the dotted lines indicate passenger walkways.

MPs-based OSMS is expected to be more shorter than that by D2D-based OSMS.

Czioska et al. stated that the introduction of MPs increases passenger travel
time, but this is a result of using the minimum required number of vehicles for D2D-
and MPs-based OSMS, respectively. I have conducted a similar experiment, with the
same results as Czioska et al., as shown in Case 1. In addition, unlike Fielbaum et
al., I simply compare travel times in D2D- and MPs-based OSMS under no demand

rejection conditions.

According to the result in this study, the introducing MPs can reduce not only
the efficiency of vehicle operation but also the travel time of passengers if the number
of vehicles required for D2D-based OSMS is sufficient to prevent a constraint (i.e.,
it is not faster to walk) and if the number of demands is above a certain level.
Furthermore, the introduction of MPs is effective in improving operational efficiency
and travel time not only for shared services such as OSMS but also for conventional

one-vehicle, one-passenger services such as a taxi and on-demand mobility services.
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6.5.4 Further Evaluation

The introduction of MPs may reduce travel time, but only if passengers are willing
to walk. Walking is probably more inconvenient for passengers; so it is difficult to
argue that simply shortening travel time will improve passenger convenience. There-
fore, I evaluate passenger convenience using a generalized cost. The generalized cost
is an index that changes the advantages and disadvantages of travel, such as travel
time, into monetary values.

As the same process described in Chapter 2, I estimate the travel mode choice
model with a different definition of the utility function. Unlike Chapter 2, travel time
is divided into on-boarding time, walking time, and waiting time. The estimated
parameters are listed in Table 6.4. From the estimated parameters, I find, for example,
that a transportation mode that requires a longer on-boarding time is less likely to
be chosen. p? is the pseudo-determination coefficient, which indicates the fitness of
the model, and 0.2 or higher indicates that the model is valid [104].

I define the generalized cost for a trip other than fare, GC' w/o fare, as the
following Eq. 6.8. This represents the monetary equivalent of the utility of travel,

consisting of on-boarding time, waiting time, and walking time.

1
5 Fare

/BOniboardingitime X ZLOn_boarding _time

GCw/o fare =

( (6.8)

+ﬁWalking7time X IWalkingitime

+6Waiting_time X :CWaiting_time)

Based on the above, I obtain the generalized cost in the D2D-based and MP-based
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Figure 6.17: Generalized cost calculated using the Nested logit model parameters
(Vehicle capacity is 4).

OSMS. Figure 6.17 shows the average generalized cost for a vehicle capacity of four
passengers. The generalized cost comprised GC' w/o fare and fare for taxi services.
The taxi fare calculation is 420 [yen]| up to 1.052 [km], and 80 [yen] is added for every

233 [m] beyond that. This taxi fare calculation is based on Tokyo area [105].

For example, in Case 1, the generalized cost of D2D-based OSMS is 31% (200 [m])
and 42% (400 [m]) less than that of MPs-based OSMS for a vehicle capacity of four
passengers and 1000 demands 3. On the other hand, in Case 2, the generalized cost for
a D2D-based OSMS is 14% (200 [m]) and 25% (400 [m]) less than that of MPs-based
OSMS for a vehicle capacity of four passengers and 1000 demands. In the case of a
conventional taxi-like operation with a predetermined number of vehicles or drivers,
the same convenience as in D2D-based OSMS can be achieved at a lower discount

rate than in Case 1.

3Case 1 can be viewed as a type of work in which drivers work when they want to work, such as
Uber. Uber offers its OSMS, UberPOOL, at half the price of its regular on-demand service, UberX,
and its MPs-based OSMS, UberExpressPOOL is reportedly offered at a further 25% off. Our results
indicate that the discount rate is excessive.
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6.5.5 Effects of MP selection

I have confirmed that the introduction of MPs reduces travel time when the num-
ber of vehicles is approximately the same as the number of vehicles in D2D-based
OSMS (Case 2) and when the number of demands is above a certain level. Here, I
discuss the effect of the MP selection on the vehicle allocation algorithm. As described
in Section 6.4.2, when a new demand is generated, MPs at four locations around the
origin and destination of that demand are listed. The MPs combination that mini-
mizes the cost is determined. At this time, there is a possibility that passengers may

be asked to walk to a slightly more distant MP depending on the situation.

To verify the difference between dynamic MP selection and simply assigning the
closest MP, I perform simulations for 1000 demands with the same number of vehicles

as for D2D-based OSMS. The MPs intervals is 200 [m]. Vehicle capacity is 4 and 8.

Figure 6.18 shows the VKT, passenger travel time, walking time, and waiting time
for D2D- and MPs-based OSMS when using the closest MP and MP-based OSMS
with dynamic MP selection. Figure 6.18(a) shows that the case with MP selection
reduces the VKT more than that without the MP selection. Note that simply using
the nearest MP increases the travel time, whereas MP selection reduces the travel
time, as shown in Figure 6.18(b). These results show that the travel time can be
reduced by introducing MPs only when an MP is dynamically determined. On the
other hand, since MPs are determined according to the situation, the closest MP is
not always selected, increasing the walking time. This means that there is a tradeoff

between walking time and vehicle operating efficiency or the travel time of passengers.
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Figure 6.18: Effects of MP selection.
6.6 Conclusion

I analyzed the benefits of introducing MPs into OSMS in terms of operational
efficiency and passenger convenience, especially travel time. Previous studies have
shown that the introduction of MPs into OSMS can improve operational efficiency.
However, the benefits in terms of passenger convenience have not been sufficiently
investigated. The static analysis and the simulation analysis using actual maps and
demands show that the introduction of MPs shortens the VKT and, if the number of
demands exceed a certain number and the number of vehicles is equivalent to D2D-

based OSMS, reduces the average travel time of passengers compared with D2D-based

OSMS.

Some limitations of this study must be addressed. The first is to optimize the

location of the MPs. In this study, MPs were placed at equal intervals on major
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roads, but adjusting the location of MPs based on the spatial distribution of demand
can be expected to further improve operational efficiency and passenger convenience.
In addition, this study was limited to an investigation of one-hour demand. Analysis
for longer periods, including peak and off-peak periods, is required for a more detailed
understanding of the advantages and disadvantages of MP-based OSMS.

One interesting future issue will be how to encourage passengers to use MPs.
Based on the simulation analysis, there are tradeoffs between the number of vehicles,
VKT, passenger travel time, and walking time. To better understand these tradeoffs,
a topic to study is the use of multi-objective optimization in the vehicle allocation
algorithm to optimize all indicators simultaneously. Once the tradeoffs are known,
it is possible to determine how much of a fee discount is best for both the service
provider and the passenger.

Another important topic is how to integrate various types of mobility services.
The service design could be based on demand, for instance, D2D-based OSMS could
be used when demand is low and MP-based OSMS could be used when demand
is high. Recently, on-demand services have become popular; however, despite their
convenience, on-demand services have negative effects, such as congestion. Therefore,
OSMS has been developed, and MPs-based services, which are the subject of this
study, are being considered. There is a sense that the time is reversing from on-
demand to conventional fixed-route transport. Railways and buses are the largest
sharing services. The development and research of tools to support service design
based on demand and regional characteristics, such as the extent to which services
should be on-demand and the extent to which they should be fixed, will also be an

issue in the future.
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Table 6.2: Number of vehicles.

Number of demands

Capacity Type 50 100 200 500 1000

1 D2D 6 10 20 40 77

MPs (200m) | 5 9 16 37 70

MPs (400m) |5 8 15 32 64

2 D2D 5 8 15 34 61

MPs (200m) |5 7 14 29 56

MPs (400m) |5 7 12 25 50

4 D2D 4 7 1226 50

MPs (200m) |4 7 11 23 41

MPs (400m) | 4 6 10 21 36

8 D2D 4 7 1226 48

MPs (200m) |4 7 11 22 38

MPs (400m) |4 6 10 20 32
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Table 6.3: Results of sample OD.

D2D  MPs (200 [m]) MPs (400 [m])

Number of vehicles that handle the sample OD 4 3 1
Total VKT [km] 16.8 9.1 3.5
Average travel Time [min] 221 152 21.5
Average on-boarding Time [min] 10.3 7.5 6.8
Average waiting Time [min] 11.8 2.2 4.4
Average walking Time [min] 0 5.6 10.2

Table 6.4: Estimated parameters of the travel mode choice model.

estimated parameters t-value

Bon_boarding_time -23.90 -1.99
PWalking_time -32.89 -4.17
Bwaiting_time -13.65 -2.61
Brare -0.59 -2.79
P’ 0.25
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Chapter 7

Crowd Movement Simulation
Analysis and Optimization: A

Review

7.1 Introduction

Crowding can sometimes lead to accidents that kill or injure hundreds of people, so
countermeasures are needed. Crowding is especially likely to occur during evacuations
from disasters and large-scale events when many people move in the same place at
the same time. Under crowded conditions, people are squeezed, which may lead
to accidents. Crowding accidents have been reported in various parts of the world,
including a fireworks display in Akashi City and a pilgrimage to Mecca in Saudi
Arabia [106, 107]. Therefore, it is necessary to move crowds safely and efficiently.

"Spatial design” and “crowd control” can mitigate crowd congestion. Spatial

design refers to determining the placement of exits and the width of routes to facilitate
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Figure 7.1: Classification of crowd control approach

crowd movement. On the other hand, crowd control is the direct intervention and

manipulation of crowd movement by information presentation, guidance, etc.

Simulation can be a powerful tool for evaluating spatial design and crowd con-
trol. Testing crowd movement in response to various exit arrangements and guidance
methods requires measurements at public events or gathering people for experiments,
both of which are costly. Therefore, simulation, which can be repeated on a com-
puter, is suitable for this purpose. There are two approaches to representing crowd
movement: a macro approach that applies fluid dynamics to model crowd movement
as a fluid or gas, and a micro approach that focuses on the movement of individual
pedestrians and models the interactions among pedestrians and between pedestrians

and the environment.

Simulation of crowd movement is an area that has been actively studied since the
1990s and has already been systematized. Interested readers are referred to the survey
papers [108, 109, 110]. As with simulations, there has also been extensive research on
the measurement of crowd movement. Measurement methods include manual, Wi-Fi,

RFID, Bluetooth, cameras, LIDAR, and GPS. For a review of measurement methods,
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please refer to the literature [111]. In addition, analytical methods for interpreting
crowd status from measurement data have also been studied. For example, analytical
methods can extract information such as the location of individual pedestrians, crowd
density, and movement patterns. For more information on analytical methods, please

refer to the literature [112, 113].

On the other hand, methods and findings on spatial design and crowd control
using crowd simulation are not well organized. For example, a survey of studies on
the measurement, analysis, prediction, and control decisions of crowd movement up
to 2016 is reported [114]. A survey of studies using optimization for the problem of
crowd evacuation has also been reported [115]. However, it is noted that in these
papers, optimization is often applied to pedestrian models, with few studies targeting

spatial design and control.

Since 2018, several survey papers on spatial design and crowd control studies
have been reported. In 2018, survey about guidance methods using signs, guidance
personnel, smartphones, robots, etc. [110]; in 2020, the optimization of evacuation
routes and the optimization of allocation to evacuation centers[116]; and in addition to
the optimization of guidance methods and evacuation routes, the design of buildings
and the installation of obstacles are also reported [117]. However, all of these are

focused on crowd movement at the time of evacuation.

The purpose of this chapter is to systematize the research on spatial design and
crowd control and to summarize the current findings. The knowledge of spatial design
and crowd control is distributed among artificial intelligence, information processing,
transportation engineering, civil engineering, architecture, physics, and so on. In

this study, I summarize the research trend of spatial design and crowd control from
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the viewpoint of crowd simulation and its optimization. This paper will also cover
research on crowd movement not only during evacuation but also during events and
in daily life. The expected readers are not only researchers in related fields who are
interested in crowd movement but also event organizers and facility managers who

need to realize safe and efficient crowd movement.

In this chapter, I cover papers retrieved from ScienceDirect using the keywords

vy ”n

“crowd control,” "pedestrian control,” "crowd guidance,” "pedestrian guidance,” "crowd
management,” and "pedestrian management”. Relevant research has been published
in Safety Science, Transportation Research Part C, Physica A, Applied Mathematical
Modelling, Simulation Modeling Practice and Theory, Fire Safety Journal, etc., and

the survey covers a wide range of fields including informatics, civil engineering, and

physics.

In this chapter, detailed methods of spatial design and crowd control are orga-
nized as shown in Figure 8.2. Spatial design is to determine the layout, such as the
arrangement of exits, that facilitates the movement of crowds and to determine the
capacity of the space for movement, such as the width of the path. On the other
hand, crowd control is to intervene in crowd movement through physical control, in-
formation presentation, guidance, and nudges so that the crowd follows rules such
as the time to start moving and the route to move. Physical control is a method of
controlling movement by means of guardrails and gates, and information presentation
is a method of informing people of information such as movement routes and conges-
tion by means of signs and applications. Guidance can be provided by a guide who
remains motionless in a fixed position or by a guide who moves with the crowd. In

particular, the latter type of guide is called a navigator in this paper. In behavioral
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economics, nudging, which is a method to promote behavioral change by working
on people’s unconsciousness, has been attracting attention in recent years. In the
field of crowd movement, it has become clear that the speed of pedestrians can be
controlled unconsciously by using music, light, and obstacles. The results of this re-
search are described below. Although the characteristics of crowd movement can be
distinguished into the one-directional flow, counter-flow, inflow to exit, etc.[118], and
the target movement characteristics differ among studies, this paper does not classify
studies by movement characteristics but only describes them.

This chapter is organized as follows. The purpose of spatial design and crowd
control is to move crowds efficiently and safely. In order to establish a common
understanding of this purpose, evaluation indices for crowd movement are first de-
scribed in Section 7.2. In this chapter, the evaluation indices are organized in terms
of efficiency and safety. Next, spatial design is discussed in Section 7.3, and crowd
control is discussed in Section 7.4. Section 7.5 discusses future research directions,

and Section 7.6 concludes.

7.2 Evaluation of Crowd Movement

Efficiency and safety are generally used as evaluation indices for crowd movement.
Some studies have quantified the stress of inefficient movement [119]. However, it is
difficult to measure the psychological stress felt by pedestrians themselves. When
evaluating comfort such as stress and ease of walking, it is necessary to conduct
a questionnaire survey. In this paper, I focus on measurable efficiency and safety
indices.

In Table 7.1, I show the indicators for evaluating crowd movement and the papers
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that use these indicators. Note that I also include cases in which efficiency and safety
metrics are used as constraints in determining spatial design and crowd control. From
Figure 7.1, I can see that many studies use travel time as an evaluation index among
the efficiency measures. Most of these studies are concerned with evacuation. On the
other hand, there are studies that evaluate not only efficiency but also safety during
events and daily travel [120, 3]. This section clarifies the definition of each evaluation

indicator.

7.2.1 Efficiency
Travel Time

Travel time is often used to evaluate the efficiency of crowd movement. If travel
time can be measured for each pedestrian, total travel time or average travel time is
used. On the other hand, when only fixed-point observation is available, the comple-
tion time, which is the time it takes for all the pedestrians to complete their movement,
is used. In addition, the number of people who have completed their movement at
each time may be visualized and evaluated. For example, when comparing multiple
crowd control methods, visualization of the number of people who have completed or
not completed a move at each time, as in Figure 7.2, allows comparison of not only

the final movement completion time but also the temporal transition.

Travel Distance

Travel distance is also used as a measure of the efficiency of crowd movement.
While travel time varies depending on congestion, travel distance is viewed purely as

a cost of travel.
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Figure 7.2: The number of pedestrians remained against time [1]

Flow and velocity

Flow rate and velocity are also often used to evaluate efficiency. The flow rate
is also called the flow coefficient. Flow rate, velocity, and density are often used
as indicators of traffic low characteristics in traffic engineering. These three indices
have the relationship "flow=velocity x density”. In many cases, two of the three indices
(e.g., density and flow rate) are used as axes in the figure, as shown in Figure 7.3. Such
a diagram is called a "basic diagram. From the basic diagram, a rough indication of
the maximum flow rate can be seen, which can be used as an indicator of the desired

flow rate.
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Figure 7.3: Fundamental diagram. Flow-density representation [2]

7.2.2 Safety

Congestion degree

Congestion degree is used as a measure of safety to account for the hazards of
crowding. Typically, crowd density is used as a measure of crowding. The number
of pedestrians for a given area is often used as the density [120, 148]. Alternatively,
there is the local density method, which calculates the spatial distribution of the
crowd with respect to a certain location [129, 149]. For comparison of spatial design
and crowd control, there are two methods: graphical representation of the density
at a given range or location at a given time, as in Figure 7.4, or visualization of the
density over the whole range, or the average or maximum density at a given time, as
in Figure 7.5.

Densities should be small but can be tolerated up to a certain degree. Therefore, a

threshold value is used to evaluate the safety of the community. For example, Lopez-
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Figure 7.4: The density against time [3]

Carmona et al. define the density at which the flow rate decreases as a threshold
value using a basic diagram, and assume that safety becomes low when the density
exceeds the threshold value [148]. In addition, the Level of Service (LOS) defined
by Fruin is used as a criterion to evaluate safety based on the density of pedestrians
[150]. The LOS is divided into six levels as shown in Table 7.2. Levels A to C are
defined as stable flow, D as near unstable flow, E as unstable flow, and F as dangerous
flow. Crowding accidents are more likely to occur from level E, and level F has a very

high probability of causing fatalities and injuries.

Some studies have used the degree of pedestrian body overlap as a measure of

congestion other than density [7].
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Figure 7.5: Visualization of crowd density [3]

Other

In addition to congestion, there are other indicators to assess crowd safety. For
example, Qiao et al. evaluated safety based on the degree of change in the direction
of travel when guardrails are installed in a subway corridor[146] Lu et al. used the
risk of fire as an evaluation index [65]. In addition, some studies have evaluated the

number of people infected by COVID-19 in recent years [147].

7.3 Space Design

Spatial design refers to the design of buildings to facilitate the movement of
crowds. Before the development of simulation technology, the design was conducted
in accordance with ”specification rules” stipulated in the Building Standard Law.
These specifications included specific numbers for the number of entrances and exits,
path widths, and so on, and following the specifications had the advantage of facili-
tating design. However, the specific specifications in the specification rule limited the

degree of freedom of design. Therefore, based on the idea that free design is possible as
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long as the building meets performance requirements such as safety and efficiency in
the event of an evacuation, "performance specifications” were introduced to evaluate
the quality of design based on performance. The calculation method of performance
is described in the Building Standard Law, and the walking time required to reach
the exit of a room and the time required to pass through the exit can be calculated
based on the area of the room and the distance of the route. Currently, simulation
technology has been developed to evaluate performance with higher accuracy, and
the use of simulation is increasing [151].

This paper reports a paper that studies spatial design in terms of layout, such as
the number and arrangement of exits, and the capacity of spaces that can be traveled,
such as routes and exits. The object of spatial design is mainly rooms in a building
or an entire building. The classification of space design and related papers are shown

in Table 7.3. Layout and capacity studies are described in turn.

7.3.1 Layout

At exits, turnstiles, and ticket booths, flow rates are smaller and congestion is more
likely to occur. Therefore, research is being conducted to determine their optimal

number and location.

Increasing the number of exits makes crowd movement more efficient, but for the
same number of exits, the location of the exits affects the travel time. It has been
reported that when a single exit is placed in a room, it is desirable to place the exit
in the corner of the room. When exits are placed in the center of a room, the force
is received from three directions, whereas when exits are placed in the corners of a

room, the force is received from only two directions, resulting in less repulsive force
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between pedestrians and more efficient movement. In addition, when multiple exits
are installed in a single room, it is desirable to install them in such a way that the
exits are as discrete as possible [125]. On the other hand, it is considered desirable for
the exits in multiple rooms to be in the same position in the rooms facing each other
across the corridor [124]. It should also be noted that placing exits at the corners of
rooms is counterproductive since congestion is more likely to occur at the final exit,
as shown in Figure 7.6 (below). In such a case, placing the exit in the middle of the
room, as in the case of Figure 7.6 (above), and avoiding too large a flow rate will

prevent congestion from occurring at the final exit.

Unlike the case of exits, ticket gates (or ticket booths) are generally located in
the same position to some extent. Ticket gates tend to be bottlenecks because of
the time required to cut the ticket when passing through the ticket gate. According
to the literature [143, 5], a way to alleviate congestion is to install ticket gates in
a recessed position. Consider the case where the ticket gates are installed "parallel,
convex, or concave” to the crowd walking from bottom to top, as shown in Figure 7.7.
When the ticket gates are parallel or convex, most pedestrians tend to use them from
the outside. On the other hand, if the ticket gates are concave, pedestrians will first
use the inner ticket gate, which has a short travel distance. Therefore, it has been
reported that the use of the inner turnstiles also increases, and crowds are dispersed

to all the turnstiles, thereby reducing congestion.

7.3.2 Capacity

Once the layout, including the number and location of exits, is determined, it

is necessary to design the capacity of the route to the exit and the capacity of the
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Figure 7.6: The difference between the location of the exits and the crowd movement.
(Top) Exit in the middle of the room (Bottom) Exit in the corner of the room. Blue
points indicate pedestrians and a red point indicates the final exit. [4]

exit. As for the connection method of the route, it is included in the problem of
determining the capacity of the route, which is determined by whether or not the
capacity of the route is set to zero.

Increasing the capacity of a route reduces congestion and shortens travel time.
However, increasing the capacity also increases the installation cost, so it is necessary

to design an appropriate route capacity. For this reason, designing a route capacity

Figure 7.7: Difference in the location of ticket gate and crowd density [5]
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within the installation budget is considered [132, 126], and designing using LOS,
which is an index of safety against congestion as described in Table 7.2.

It has also been found that eliminating restrictions on the direction of travel
of turnstiles and escalators during emergencies can increase the path capacity and
contribute to shorter evacuation times [120, 136]. Therefore, it is necessary to design
the escalator in advance so that the direction of travel can be manipulated quickly in
an emergency.

If the exit width is small, the exit will become a bottleneck and congestion will
occur, so the exit width must be designed appropriately. It is a matter of course,
but by increasing the exit width above a certain level, congestion near the exit can
be eased and travel time can be shortened. However, it is necessary to keep in mind
that the width of the exit, especially the main exit, has a large impact on travel time
[123].

The layout and capacity design have been described above. In spatial design,
before constructing a moving space such as a building or a road, various design plans
are simulated in advance to consider design plans that allow crowds to move safely
and efficiently. When there are many design alternatives and not all of them can be
considered, optimization methods are used to conduct the search. Meta-heuristics

algorithms such as tabu search and genetic algorithms are often used [132, 124, 1].

7.4 Crowd Control

Crowd control is the intervention in crowd movement through physical control,
information presentation, guidance, and nudging so that the crowd follows rules such

as the time to start moving and the route to travel. The methods of crowd measure-
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ment, analysis, and modeling and simulation [152, 7] are classified using the level of
pedestrian behavior defined by Hoogendoorn et al. . Hoogendoorn et al. classified
pedestrian behavior into three levels as shown in Table 7.4 [12]. When a pedestrian
moves, he/she makes decisions in order from the top of the three levels. This paper
also classifies crowd control methods in terms of the pedestrian’s level of action, as
shown in Table 7.5. In the original definition, the strategic level includes activity
selection, but I do not treat activity selection in the strategic level because the target
activity of crowd movement in this paper is uniquely determined, such as evacuation

or returning home from an event.

In the real world, crowd control is needed for various purposes, such as movement
during the evacuation, movement during large-scale events such as sports and music
events with tens of thousands of people, and movement inside train stations. There
are also multiple locations to be controlled, such as a single route, a portion of an
indoor area, or the entire building of a skyscraper or stadium. The scale of such crowd
control is also distinguished based on the level of pedestrian activity. For example,
if I want to control movement along a route, only walking at the Operational level
is controlled because pedestrians have already made a decision at the Tactical level.
On the other hand, if [ want to control the exit from the stadium, the start time
of movement at the Strategic level, the path at the Tactical level, and the walk at
the Operational level can all be controlled. This combination of action levels to be
controlled allows us to distinguish the scale of crowd movement targeted by crowd
control. In this paper, I do not strictly categorize the crowd movement but use this

as a reference when selecting a control method depending on the target of control.
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7.4.1 Strategic Level

Controls the start time of the crowd’s movement. The movement start time
is also called pre-movement time. There are still few studies and demonstrations
on the control of pre-movement time. For this reason, only case study results are
presented here, rather than general findings from rule studies. Physical controls
include limiting the number of people at the entrance/exit gates and, in the case of
a stadium, distributing the start time of movement by block. Information could be

presented by audio announcements, and guidance could be provided by onsite staff.

Rule

Staggering the start time of a move is expected to reduce congestion and improve
the efficiency and safety of the move. A rule determines who starts moving and when.

Simulation analysis for evacuation and return home from the stadium confirms
that the dispersion of travel start times contributes to the reduction of travel time
when there are multiple exits and routes. In a study targeting evacuation, optimiza-
tion of both evacuation exits and evacuation start times indicated that it is better
to start evacuation immediately for those close to the exit and after a short wait for
those far away [128]

On the other hand, research has also reported that, depending on the situation, it
is better for everyone to start moving at the same time rather than spreading out the
time to start moving [6]. Figure 7.8 shows the results of a simulation with different
dispersion of movement start times for a scenario in which the participants move
from the upper left and right rooms to the exit of the lower room. When everyone

starts moving at the same time, congestion is created in the middle room, but the
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Figure 7.8: Relationship between the dispersion of the pre-evacuation time and crowd
density [6]

average travel time is the smallest. This is because the physical pressure caused by
the congestion does not delay the evacuation of the entire building unless it reaches
a level that causes an accident, and the delay in the start of movement caused by the
dispersion of movement start times is greater.

Assuming evacuation from a fire in a high-rise building, an evacuation method
in which the time to start evacuation is divided by floor is also considered. This
method is called "sequential evacuation,” in which the fire-stricken floor and the floor
immediately above it are evacuated first, and the other floors are evacuated later.
Although sequential evacuation does not necessarily shorten the evacuation time,

simulation analysis has shown that it avoids congestion caused by merging at the

staircase [164, 165].

7.4.2 Tactical Level

Tactical level crowd control controls the movement paths of the crowd and the
choice of exits to use. In the real world, physical control using barricades and guide
poles, or nudges that change the color of walls or the brightness of rooms to guide

people, are considered. In addition, many studies have verified the effectiveness using

133



Chapter 7: Crowd Movement Simulation Analysis and Optimization: A Review

simulations. It has been found that the appropriate selection of travel routes and
exits by pedestrians is effective in preventing crowd accidents and improving travel
efficiency by dispersing the flow of pedestrians and reducing congestion. This section

presents specific methods and findings of Tactical level crowd control.

Rule

Since congestion occurs when each individual pedestrian takes the shortest path,
managers need to set rules for pedestrian movement. By setting a rule that pedes-
trians coordinate with each other, localized congestion can be reduced and the travel
time of the entire crowd can be shortened [155, 166]. For example, it has been con-
firmed that when evacuating, pedestrians cooperate with each other and use not only
the shortest route but also multiple routes, congestion is dispersed and evacuation
is safe and efficient [135]. It has also been shown that in the event of a fire in a
building, safe evacuation can be achieved by using the A* algorithm to optimize the
assignment of evacuation routes and having the safest detour route selected [130].

Since some pedestrians do not follow the presented rules in the real world, it
is necessary to consider pedestrian decision-making. By adding pedestrian models
of pedestrians who do not follow the rules to the simulation, the effectiveness of
crowd control can be confirmed by assuming a crowd that is close to reality [148,
156]. For example, some studies have conducted experiments by mixing pedestrian
models that take into account the anxiety and frustration of pedestrians expected
during evacuations to verify the effectiveness of crowd control in an environment
with pedestrians who choose irrational routes [65].

In crowd movement, there is a trade-off between efficiency and safety, and multi-

objective optimization is used to simultaneously optimize the conflicting objectives.
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Using the multi-objective optimization method NSGA-II [167], evacuation route op-
timization has been conducted with the objective function of evacuation time and
crowd density [153] for evacuation from a stadium, or evacuation time and disaster
risk [154] for evacuation in urban areas. The optimization of evacuation routes is

carried out using the objective function.

Information

In order to present information to pedestrians, signs need to be placed in appro-
priate locations. By varying the number and position of signs, information can be
conveyed more efficiently, and pedestrians can move smoothly [133]. For example,
by using particle swarm optimization to optimize the position and angle of signs to
maximize their visibility, the speed of finding exits can be improved, and people can
evacuate efficiently without getting lost [131].

It is also necessary to be able to present information in small groups since present-
ing information by signs may cause the entire crowd to change course and congestion
may not be dispersed. For example, by providing information on congestion to some
people in the waiting line for a theme park attraction via an app, it is possible to
disperse the congestion by having them change their purpose to an empty attraction

[157].

Guidance

Static physical control and information presentation may not be sufficient to deal
with temporary congestion during events. Therefore, situation-specific control by
guides or navigators is necessary. In a study of stadium entry, it was reported that

the opening and closing of entrances are controlled by guides and that the travel
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time can be shortened by optimizing the interval between opening and closing using

reinforcement learning [158].

A control method using navigators is also being considered that takes advantage
of the property of pedestrians to follow other pedestrians around them. Due to the
nature of pedestrians, if one pedestrian moves in the wrong direction, the surrounding
pedestrians also tend to move in the wrong direction. Therefore, by placing navigators
in appropriate positions, people around them can evacuate efficiently without getting
lost [159, 139, 110]. In addition, in a study targeting indoor evacuation, the placement
of navigators in densely populated areas improves the speed of finding exits and

reduces evacuation time [160].

7.4.3 Operational Level

Operational level crowd control controls the walking behavior of pedestrians as
they move toward a destination or transit point. Physical controls such as guardrails
and fences force pedestrians to follow them, and nudges guide pedestrians while leav-
ing them free to make choices with obstacles, music, and so on. The risk of accidents
is extremely high in environments where crowds of pedestrians frequently change
their walking speed to avoid contact with others or to overtake. Therefore, crowd
control is needed to unify walking speeds. In addition, recently, due to the influence
of Covid-19, more and more studies have been conducted to investigate the distance

between pedestrians to prevent the spread of infectious diseases [147, 120].
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Rule

Rules that regulate speed and distance between pedestrians are considered. Exper-
iments on movement near exits have shown that high walking speeds cause congestion
at exits and reduce overall evacuation efficiency. Such a phenomenon is called "faster-

Y

is-slower,” and it is recommended to reduce walking speed near exits [168, 120]. In
a similar experiment, Zou et al. proposed a rule that gives priority to evacuate slow
walkers such as critically ill patients. By applying the rule, they succeeded in reduc-
ing the evacuation completion time from 1589 seconds to 701 seconds [140]. Recently,
Hernandez et al. have verified the rules for walking in a store to prevent the spread of
infectious diseases using simulations. They concluded that if the spread of infectious
diseases is to be reduced by more than 90%, the maximum number of people in a

store should be 20 and the distance between pedestrians should be maintained at

least 1 m [147].

Control

Physical control methods such as guardrails and fences have been considered as
a means of reducing walking speed variability. In an environment where walking
speeds are uneven, the risk of collisions increases due to the frequent occurrence of
pedestrians overtaking. The installation of guardrails not only organizes the line of
pedestrians but also adjusts the width of the road to a length where overtaking is not
possible. Several experiments have been conducted with guardrails and have shown

that they are safer than when no guardrails were used [146, 3].
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Nudge

Walking behavior is greatly influenced by human visual information, and control
methods using obstacles are being considered. Obstacles can be densely avoided by
using people’s avoidance behavior, and are effective as a means of reducing the risk
of accidents caused by congestion. One effective method of installing obstacles is to
place them in the center of the path in the direction of pedestrian movement. Crowd
collisions are a problem in corridors where people flow in both directions, and it has
been shown that placing an obstacle in the center can help to avoid collisions because
it divides the flow of the crowd [129]. Experiments placing an obstacle in the center
before the exit have shown similar effects. Another method of placement near the
exit is to place obstacles at both ends of the exit, as shown in Figure 7.9(a). The
redder the color of the figure, the more it is involved in crowd congestion. The reason
why there is less red in (a) than in (b) is thought to be because the congestion near
the exit has been separated by the obstacle [7, 163]. Other experiments include an
experiment that reduces the evacuation time of pedestrians by adjusting the location
[121, 161] and the shape of obstacles and the pedestrian speed adjustment using

moving obstacles [162].

In an environment where music is playing, auditory information, in addition to
visual information, also influences walking behavior [145]. Therefore, music-based
control is considered. Walking speed is faster when listening to active music and slower
when listening to relaxing music, and walking speed is said to be related to BPM
(Beats Per Minute), which represents the speed of a song [169, 170]. Experiments
using music with a high BPM in high-density environments have shown that more

people walked faster than normal, making it more dangerous than when no music was
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Figure 7.9: Relationship between existence of the object and crowd density [7]

playing [145].

7.5 Challenges and Approaches

I have organized and described our research on spatial design and crowd control.
In this section, I extract issues from the current problems and describe approaches
to solve them. A summary of the problems, challenges, and approaches is shown in

Figure 7.10.

7.5.1 Challenges

The current issues and challenges of crowd control for spatial design and each

pedestrian’s level of activity are described.

Space design

Because most spatial design studies currently assume simple environments, it is
necessary to verify the design in more complex and extensive spaces, assuming actual

facilities such as buildings and stadiums.
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Figure 7.10: Future research direction

In addition, as mentioned in Section 7.3, placing exits at the corners of rooms
sometimes reduced the efficiency of movement when considering movement from mul-
tiple rooms. Thus, partial optimization and total optimization may differ, and veri-
fication using a simulator that simulates the entire facility is necessary.

Furthermore, pedestrian movement is known to be affected by lighting [171], store
space [55], landscape [172], and the number of intersections [54], in addition to the
placement of exits and the width of routes. It is known to be affected by the number
of intersections. Therefore, future spatial design should incorporate these factors as
well, and an understanding of crowd behavior for various factors is necessary.

I consider the issues that need to be addressed to solve the problems described
above. First, a simulator that imitates an actual facility is necessary to design a
complex and extensive space that simulates an actual facility. However, since the

development of a simulator is technically and time-consuming, most designs are done
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using the calculation formulas prescribed by the laws and regulations described in
Section 7.3, and in practice, there are few examples of designs done using simulators.
Therefore, I believe that efforts should be made to improve the efficiency of simulator
development in the future.

In addition, optimization using a simulator that simulates the entire facility is
computationally expensive. This is because a simulation run for an entire facility takes
longer than a simulation run for a simple environment, and many more simulation
runs are required to optimize the simulation. Therefore, it is necessary to increase the
speed of simulation and reduce the computational cost of optimization calculations.

Understanding crowd behavior requires the measurement of actual crowd behav-
ior. However, crowd-prone situations such as evacuations and events are not common.
Therefore, it is difficult to generate benefits commensurate with the cost of installing
and maintaining measurement equipment, making it impractical to install such equip-
ment. It is also costly to conduct experiments with a large number of people. There-
fore, it is necessary to consider ways to reduce the cost of crowd measurement for

understanding behavior.

Strategic level

As shown in Table 7.5, the progress of crowd control research differs among the
pedestrian action levels, especially for the Strategic level, i.e., the control of movement
start time, which has been less studied. The reasons may be that delaying the start
of movement for evacuation is not realistic and has not been discussed in the past,
and that data collection and modeling studies are less advanced than at other levels
and have not yet reached the stage where control is a subject of research [152].

The first priority for control at the strategic level is to clarify its effectiveness.
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For this purpose, it is necessary to evaluate not only efficiency but also safety. In
previous studies, when efficiency is the only evaluation index, it is better to move all
at the same time without distributing the start time of movement. I believe that the
effectiveness of movement start time control will be revealed by verifying the results

using multiple evaluation indices.

In the current study, there are only a few situations that can be assumed, and
it is not clear under what circumstances it is better to disperse or not to disperse.

Therefore, verification of various situations is also needed.

In addition, it is important to understand the factors involved in selecting the
start time of pedestrian movement in order to provide effective guidance and control
in real-world situations. In evacuations, individual perceptions of danger, distance
from the source of the disaster, and distance from the exit have been found to influence
the start time of movement [173, 174]. However, in the case of sporting and musical
events, the factors involved in the choice of travel start time are not clear. In addition,
it is necessary to model the relationship between multiple factors and choices in order

to conduct simulations.

In order to solve the problems described above, the following issues need to be
addressed: (1) increasing the accuracy of simulations to evaluate not only efficiency
but also safety using multiple evaluation indices, (2) developing simulators that can
handle various situations and increasing the speed of simulations for comprehensive
simulations, and (3) understanding the behavior at the time of travel start. and
more efficient crowd measurement to understand the behavior at the start time of

migration.
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Tactical level

Tactical level control has been studied up to optimization in a simulation envi-
ronment that reproduces actual evacuation and events. However, few studies have
verified the effectiveness of optimized control in the real world. The reason for this
is thought to be the high cost of measurement and control and the difficulty of con-
ducting demonstration experiments due to the large scale of the experimental target,

such as an entire city or building.

While research has progressed to the point where the results of the research can
be verified in the real world, it is also necessary to verify the effectiveness of control
in various environments and situations. Therefore, I believe that the effectiveness of
control methods will be revealed by preparing unified experimental data and simula-

tors.

In addition, for effective control in the real world, it is important to control accord-
ing to the ever-changing crowding conditions. At sporting events and music events,
where crowd control is required, there is a risk of sudden changes in crowd conditions
and accidents. Therefore, control that can respond to dynamic situation changes is

required.

Furthermore, real-world crowd control must consider both efficiency and safety,
which are trade-offs. Many existing studies often evaluate and optimize either effi-
ciency or safety to reduce the search space due to the high computational cost of
simulation, making it difficult to determine the effectiveness of control. Optimizing

multiple indicators simultaneously requires visualization of trade-off information.

Issues to be addressed to solve the problems described above include: more effi-

cient verification of the effectiveness of measures, and the development of simulators
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that can handle various situations, faster optimization for dynamic control, and faster

simulation for simultaneous optimization of multiple indicators.

Operational level

Operational level control has been studied from the simulation environment to
the point where it is implemented in the real world. However, the environments used
are often partial, and it has not been verified whether the control is effective for the
entire environment. It has also not been verified that the control results assumed
in simulations are the same as those in the real world. In order to achieve this, it
is necessary to conduct control experiments during actual evacuations and events,
which is currently difficult due to the high cost of control and measurement as well
as the Tactical level.

In particular, the environments used in operational level research are simple envi-
ronments such as one-way streets or square rooms. In actual environments In actual
environments, there are multi-way streets and rooms that are a combination of two
large and two small rooms. When crowd control is used for more complex environ-
ments, control for complex environments is necessary.

Walking behavior is changed by crowd control. Control also influences human
psychology. However, measurement devices such as cameras and GPS have not been
able to formulate the relationship between crowd control and psychological changes in
walking behavior. Examples include music and rhythm. In order to realize effective
crowd control, it is important to formulate changes in human psychology, and it is
required to measure information that may be related to psychology.

To solve the problems described above, it is necessary to verify how effective the

measures are in actual evacuations and events, and to measure various factors to

144



Chapter 7: Crowd Movement Simulation Analysis and Optimization: A Review

understand unknown behaviors.

7.5.2 Approaches

Based on the current research, I identified the following issues to be addressed in
the future: more efficient simulator development, faster and more accurate simula-
tion and optimization, and more efficient measurement for verifying the effectiveness
of measures and understanding behavior. In this paper, as an approach to solving
these issues, I have developed a number of simulation and optimization methods, such
as open source simulators, building information modeling, simulation approximation
and multi-fidelity optimization using fast simulators and proxy models, as shown in
Figure 7.10. Simulation and optimization acceleration techniques such as fast simu-
lators, building information modeling, simulation approximation by fast simulators
and surrogate models, multi-fidelity optimization, prediction using real-time data by
data assimilation, multi-objective optimization, open data, and virtual reality. Each

approach is described.

Open source simulator

While simulators can represent realistic phenomena with high accuracy, they are
expensive to develop. In recent years, commercial simulators and open-source simu-
lators have been developed, and by using these simulators, the cost of developing a
simulator from scratch can be avoided.

Commercial simulators include SimTread [175] by A&A, Viswalk [176] by PTV,
LEGION [177] by Bentley, and buildingEXODUS [178] developed by the Fire Safety

Engineering Group at the University of Greenwich. CrowdWalk! [?] is an open-source

thttps://github.com/crest-cassia/Crowd Walk
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crowd simulator. Other open-source crowd simulators include the traffic simulators
SUMO? [81] and MATSim?, or the general-purpose multi-agent simulator, NetLogo®,
for crowd simulation. Open source simulators are available on GitHub and new
features can be added. It is expected that the diversification of functions will increase
the number of users, who will then add more functions to the simulator, creating a

virtuous cycle.

Building Information Modeling

Open-source simulators make it easy to run simulations, but the maps needed
to run the simulations must be created by the users themselves, depending on the
scenario they are targeting. In recent years, Building Information Modeling (BIM)
has become a popular process for managing information about facilities, in which the
corridors, walls, etc. that make up a facility are defined as objects, and attribute
information such as shape, material, and assembly process is assigned to them. Since
the model of the facility is converted into 3D data, the map data of the facility can
be easily imported into the simulator. This allows an efficient cycle of building the
simulator from the map, optimizing the spatial design using simulation, modifying
the map, and inputting the data into the simulator again, as shown in Figure 7.11.
The commercial simulator LEGION has the ability to build a simulator from BIM
data [179]. If similar functions can be realized in open source simulators in the future,
I can expect accelerated research in spatial design and crowd control. In addition,
point cloud data obtained by LiDAR is increasingly being used to construct BIM data

[180).

Zhttps://github.com/eclipse/sumo
3https://github.com/matsim-org
4https://github.com/NetLogo/NetLogo

146



Chapter 7: Crowd Movement Simulation Analysis and Optimization: A Review

Figure 7.11: Simulation using BIM cited by|[8]

Processing of point cloud data, such as that measured by LiDAR, is also develop-
ing in the field of artificial intelligence, and the automation of LiDAR measurement
of facility spaces, processing of point cloud data, and creation of BIM data will be im-

portant research topics in the future to promote efficiency in simulator development.

Accelerated simulation and optimization techniques

Many of the studies presented in this paper use multi-agent simulation, in which
each pedestrian is considered as an agent. However, the computational time of multi-
agent simulation increases as the number of agents increases, making it impractical
for large-scale experiments involving tens of thousands of people or for optimiza-
tion problems that require repetitive calculations due to its high computational cost.
Therefore, it is necessary to consider methods to speed up simulation and reduce the
computational cost of optimization. Research to speed up simulation has proposed
a one-dimensional pedestrian model with simplified computation and a method to
approximate the output of simulation with a surrogate model or machine learning

[181, ?]. On the other hand, methods to reduce the computational cost of optimiza-
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tion have rarely been studied in the field of crowding, and research is being conducted
in the field of structural optimization, such as windmill and automobile design. For
example, multi-fidelity optimization, which combines simulations of multiple accu-
racy levels, is used in the optimization of the shape design of windmill blades [182].
The fidelity is the fidelity of a simulation or model. Simulations with high fidelity
are more accurate and computationally expensive because they closely reproduce the
real world, such as 3D models. multi-fidelity optimization reduces the number of
runs of high-fidelity simulations by performing global search in low-fidelity simula-
tions, thereby successfully reducing the computational cost.

In the future, I believe that structural optimization techniques can be applied to

the field of crowding, where speeding up simulation and optimization is a challenge.

Prediction using data assimilation

Accurate prediction of swarm migration requires real-world observations and pre-
cise swarm simulations. In reality, however, only partial observation data are avail-
able, and crowd simulations are computationally demanding, making real-time predic-
tion difficult. Therefore, data assimilation, which combines partial observation data
and numerical simulation to predict large-scale phenomena, is attracting attention as
a means of crowd forecasting.

Data assimilation is a technique that has been used to predict natural phenomena
such as weather and oceanographic information. Because it is difficult to obtain
observation data of natural phenomena for the entire real world, partial observation
data are fed to simulations for forecasting. Although conventional observational data
for communities are not as large as those for natural phenomena, they are now being

used for communities as well, thanks to improvements in measurement equipment
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and computational performance. Shigenaka et al. have successfully reproduced event
crowds with high accuracy by assimilating measured data from crowd simulations to
observed data from cameras and GPS [183].

The prediction method is based on the assumption that the uncertainty increases
as the period of time increases. The longer the time period, the greater the uncertainty
of the forecasting method. This is due to the nature of the forecast target, the lack
of observational data, and the fineness of the simulation. While observational data
and simulation performance can be improved to some extent with the development
of technology, the nature of the forecast target requires improvement in the method
itself. In the meteorological field, ensemble forecasting methods that take into account
uncertainties have been developed in recent years, and the errors estimated from
forecasts can be used to support long-term forecasts. If ensemble forecasting methods

can be developed in the field of crowding, long-term forecasts can be expected.

Multi-objective Optimization

In this paper, efficiency and safety are the two indicators used to evaluate herd
movement. The weight given to either indicator varies depending on the magnitude of
risk, but both are important indicators. Since there is a trade-off relationship between
the two indicators, it is important to visualize the trade-off by using multi-objective
optimization, which optimizes multiple indicators simultaneously, to determine spatial
design and crowd control.

Current studies of multi-objective optimization for crowding are limited to a cou-
ple of objective functions, with the efficiency and safety of crowding as the objective
functions for optimization. However, to apply crowd control in the real world as

something acceptable to all pedestrians, it is necessary to consider the perspective
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of the pedestrian in addition to the event manager. If I extend the perspective to
each individual pedestrian and consider that each has a different objective function,
the number of objective functions will ultimately number in the hundreds or tens
of thousands. This is a very challenging task compared to existing multi-objective
optimization.

It has already been pointed out in the field of multi-objective optimization that
convergence to a Pareto solution becomes more difficult as the number of objective
functions increases, and that it becomes more difficult to approximate and visualize
high-dimensional trade-off surfaces. The most direct way to solve this problem is to
increase the number of simulation trials, and speeding up the simulation process is an
important issue. Approaches to solving this problem are described above. Another
approach is to reduce the number of objective functions; a method called objective
reduction has been proposed to handle correlated objective functions together, and
I believe it can be applied to swarm optimization problems. Future research should
focus on problem formulation and multi-objective optimization algorithms that take

into account a greater variety of objective functions.

Open data

Real-world data on crowd movement is necessary to improve the accuracy of sim-
ulations and to verify the effectiveness of measures that assume real-world conditions.
However, the cost of measuring crowd movement and the small number of situations
in which crowd movement occurs make it difficult to collect such data. Therefore, it
is important to openly collect data on crowd movement and to promote more active
research on modeling and simulation of pedestrian behavior. Currently, some crowd

trajectory data are open. For example, trajectory datasets have been organized in a
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survey paper on trajectory prediction [184].

However, most of the crowd movement data that are currently open are for move-
ments that do not change the path or exit point of movement. Therefore, these data
can be used for modeling and simulation at the Operational level, but not at the
Tactical or Strategic level. For the Tactical level, data measuring pedestrian path
selection in a crowd environment are openly available [61, 185].

On the other hand, at the strategic level, for example, the dataset of evacuation
from a movie theater is used to model the choice of evacuation start time in the
document [186], but it has not been made public. In the future, more advanced
behavioral-level data should be made publicly available, which would further promote

the study. On the other hand, it is necessary to consider the issue of privacy.

Virtual reality

Although spatial design and crowd control have been evaluated using simulations,
it is still necessary to verify the effectiveness of these methods on actual crowds and
pedestrians. However, the cost of gathering people makes it difficult to test on real
crowds. In addition, data on crowd movement is needed to enhance the model. One
possible solution is to conduct experiments using virtual reality. Recently, virtual
reality has been applied to verify the effectiveness of guidance using signs and tactile
devices, and to collect data on exit selection during evacuation [187, 131, 9].

Virtual reality spaces are often created in Unity 3D [188, 189, 9, 190]. In the
future, the development of simulators, the representation of virtual reality spaces
using Unity 3D, and the creation of a flow of subject experiments using virtual reality
spaces will lead to more efficient evaluation of space design and crowd control, as well

as data collection on crowd movement.
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Figure 7.12: Collection of route choice behavior data using VR environment cited by

[9]

7.6 Conclusion

Designing a space where crowds can move easily and intervening with them to
control their movement are necessary to move them safely and efficiently, but these
methods are not well organized at present. Therefore, this paper summarizes previous
studies on spatial design and crowd control. First, the evaluation indices of crowd
movement are summarized from the viewpoints of safety and efficiency. Then, the
current findings on spatial design are summarized, and crowd control methods are
categorized and explained at the level of pedestrian behavior. The problems of the

previous studies are summarized, and the approaches to solve them are presented.
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Table 7.1: Evaluation indices of crowd movement

Evaluation Indices Papers

[121, 122, 123, 124, 125]
Efficiency Travel time Max travel time

65, 126, 3, 127]

[128, 129, 130, 131, 132]
Total/average travel time

[6, 120, 133, 134]

Distribution of the number [135, 122, 136, 137, 7, 1]

of pedestrians remained [3, 138, 64, 139, 140]

Travel distance Total/average travel distance [131, 141, 142]

Velocity /Flow Velocity [129, 143, 137, 144, 145]
Flow 129, 145]
Safety Congestion degree Density [129, 120, 5, 3, 145]
Overlap degree [7]
Other Change of direction [146]
Disaster risk [130, 65]

Number of infected people [147]
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Table 7.2: Level of Service (LOS)

Density [peds/m?|

Walkway Stairs Queue

A <0.31 <0.54 <0.83

B 031-043 0.54-0.72 0.83-1.08

C 043-0.72 0.72-1.08 1.08-1.54

D 0.72-108 1.08-1.54 1.54-3.59

E 1.08-217 154-2.69 3.59-5.38

F >2.17 >2.69 >5.38

Table 7.3: Classification of crowd movement space design

Design object Papers

Layout Location of exits [4, 124, 125]
Location of ticket gates (143, 5]

Capacity Width of routes (132, 1, 126]

Direction of turnstiles and escalators [120, 136]

Width of exits [123]
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Table 7.4: Classification of pedestrian behavior level

Behavior level Definition

Decision-making before starting a travel, selecting the time to
Strategic Level

start moving or the activity.

After the selection at the strategic level, select the route and
Tactical Level

the exit (door) to go through.

Walking while avoiding others and obstacles on the route selected
Operational Level

at Tactical level
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Table 7.5: Classification of crowd control

Control objects Papers
Strategic Level Rule Pre-movement time [128, 6, 7]
130, 153, 154, 148, 65]
Tactical Level Rule Route
[155, 156, 138]
Information Signage [131, 133]
App [157]
Guidance Guides [158]
Navigator [159, 160, 139, 110]
Operational Level Rule Walking velocity [120, 140]
Distance between
[147]
pedestrians
Physical control Guardrails [146, 3]
Nudge Music [145]
Obstacles [129, 121, 161, 162, 7, 163]
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Chapter 8

Multi-objective Deep
Reinforcement Learning for Crowd

Movement

8.1 Introduction

Overcrowding is particularly likely to occur during evacuation from a disaster or a
large-scale event when many people move simultaneously in the same place, which can
cause crowd stamping and lead to serious accidents that cause hundreds of casualties.
These accidents have been reported in several areas of the world [191, 106]. Therefore,
evacuation policymakers and event managers must safely guide crowds. However, each
pedestrian in a crowd wants to move quickly. Because movement safety and efficiency
are often in conflict in crowd movement, both indicators must be considered when

determining crowd guidance.

The guidance of the crowd to appropriate routes is effective in preventing crowd
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accidents and improving movement efficiency by dispersing the crowd flow and re-
ducing congestion. Most studies use pathfinding algorithms to find the shortest path
or safest path [192, 166, 156, 193]. Additionally, the information presented by the
signs can guide the crowd to the appropriate route. Therefore, some studies have
optimized the position and angle of the sign to adjust its visibility and maximize the

effectiveness of the information [133, 131, 194].

Multi-objective optimization and dynamic response are the current research is-
sues in crowd route guidance. First, most studies have focused only on movement
efficiency. Besides, not only movement efficiency (short travel time and distance)
but also safety (less congestion) is an important indicator. If one focuses only on
efficiency, safety may be compromised. Both efficiency and safety must be consid-
ered simultaneously to develop an effective crowd guidance strategy. Second, based
on awareness of the problem, some studies on crowd route optimization using multi-
objective optimization to optimize multiple indicators simultaneously have been con-
ducted [195, 142, 141, 196, 134]. However, most studies have assumed a static en-
vironment. During evacuations and events, the number of pedestrians in the crowd
tends to be unknown in advance, and the state of the crowd changes from moment to
moment. Therefore, optimized guidance assuming static conditions may not be effec-
tive. Thus, establishing guidance strategies that can adapt to dynamic state changes
is imperative. In other words, sequential decision-making is required according to the

situation.

Reinforcement learning (RL) can solve the current research issues in crowd route
guidance optimization. RL is an approach used to solve sequential decision-making

problems. RL learns a function (strategy or policy) that maps the optimal action for a
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state. Recent advances in RL have helped solve problems in robot control and games
such as Atari and Go [197]. Multi-objective reinforcement learning (MORL) is also
being studied to address real-world problems with multiple and possibly contradictory
objectives. [198]. In recent years, research on multi-objective deep RL (MODRL),
which uses deep learning to address problems with high dimensionality and complex

state spaces, has been progressing.

The optimal action for a state can be learned by RL, thus dynamically enabling the
decision of a guidance route according to the crowd state. Moreover, MORL can be
used to learn multiple strategies that consider multiple indicators (e.g., travel time,
travel distance, and congestion degree). Furthermore, MODRL can accommodate
complex state changes in crowd movements using deep learning. RL involves repeated
trial-and-error learning in a computer simulation environment. Crowd movement is
represented by multi-agent simulations that treat pedestrians as agents and have them

interact with each other.

In this chapter, I attempt to apply MODRL to a multi-objective dynamic crowd
route guidance problem. I consider the application of Pareto-DQN (PDQN) [199]
among MODRL. PDQN can learn multiple Pareto strategies during the learning
process. PDQN has undergone testing for how well it performs in-game problems,
but its effectiveness in complex real-world problems has not been fully established.
To apply PDQN to real problems, it is necessary to adjust a parameter of PDQN
and to improve action selection criteria. The parameter affects the approximation
of the Pareto solution. Additionally, action selection criteria that determine which
actions are chosen during the learning process also affect which solutions PDQN can

acquire. If the selection of actions during learning is biased, a variety of solutions
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may not be acquired. Therefore, I experimentally show the difference in performance
by parameters and introduce new action selection criteria.

I construct an environment in which crowd guidance can be learned by RL using a
multi-agent crowd simulator. Then, I evaluate the improved version of PDQN on the
toy problem, which is commonly used to evaluate MODRL, and the crowd guidance
problem. The experimental results show that the performance varies greatly depend-
ing on the parameter of the PDQN and that Pareto strategies can be obtained for real
problems by adjusting the parameter. I also clarify the advantages and disadvantages
of several action selection criteria, including the introduced action selection criterion.

My contributions are summarized as follows:

1. T propose to adjust the parameter of PDQN and improve the action selection

criteria during learning.

2. I create an environment where RL can be performed on a multi-agent crowd

simulation.

3. I demonstrate that the improved PDQN can search for good strategies compared
to the original PDQN and can obtain better strategies than simplified strategies

on the crowd route guidance optimization problem.

The remainder of this chapter is organized as follows. Section 8.2 reviews related
work on crowd guidance optimization and MODRL. Section 8.3 introduces the PDQN
and preliminaries. Section 8.4 describes the improved version of PDQN, and Section
8.5 describes experiments on a toy problem, Section 8.6 describes experiments on the
crowd route guidance problem, and finally Section 8.7 summarizes this study with

future work.
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8.2 Crowd Guidance Optimization

The state of the crowd and the environment changes from moment to moment
during evacuations and events, and guidance assuming static conditions may not
be effective. Therefore, it is important to establish a guidance strategy to adapt
to dynamic environmental changes. In addition, trade-offs exist between efficiency
and safety indicators of crowd movement, such as travel time, travel distance, and
congestion degree, which need to be optimized simultaneously using multi-objective

optimization methods.

Huang et al. dynamically optimized the position of the guidance information sign
and the direction of the guidance route using genetic algorithm (GA) [194]. The goal
is to minimize the flow rate and high congestion time on the route. However, because
these indices are added together to form a single objective function, it is not a multi-
objective optimization. GA is one method of evolutionary computation (EC). The
EC algorithms are a kind of promising global optimization tool that has not only been
widely applied for solving traditional optimization problems but also have emerged
in booming research for solving complex optimization problems in recent years [200].
One of the complex optimization problems is the multi-objective optimization prob-
lem, and evolutionary multi-objective optimization (EMO), a multi-objective version
of EC, has been studied as a solution method for this problem. For example, a more
convergent EMO algorithm has been proposed [201], or various EMO algorithms for
real-world problems, such as Job-Shop Scheduling [202], supply chain management
[203], and a vehicle routing problem under Covid-19 situations [204], are being pro-

posed.
EMO continues to be extended for various real-world problems, and several studies
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have focused on crowd control [195, 142, 141, 205, 134]. Hu et al. have applied multi-
objective Cartesian genetic programming, one of EMO algorithms, to dynamic and
multi-objective optimization on a crowd control problem [120]. They used Cartesian
genetic programming (CGP) to optimize a function that outputs an optimal control
rule for movement speed using the current crowd density as an input. In addition,
they used a multi-objective CGP to minimize the two objectives of travel time and
high-congestion time. The results showed that both indices could be improved com-
pared to no control or rule-based control. Although EMO has been applied to crowd
management optimization, there are no studies dealing with the long-term effects
of crowd control. For example, the effect of an optimized guidance strategy for the

current state on the crowd movement one hour later is not considered.

RL is suitable because it enables a dynamic response by finding a function that
outputs an optimal guidance strategy based on the current state at the current time.
Furthermore, the guidance strategies learned using RL can also consider the future
impact of the current guidance (action). Shimizu et al. used Advantaged Actor-
critic, a deep RL (DRL) method, for the problem of deciding which routes to close
to alleviate congestion when crowds move from multiple stations to a stadium [206].
Xue et al. also proposed a method for learning dynamic guidance based on Deep
Q-Network (DQN), an RL method that uses neural networks [207]. They proposed
a combined action-space DQN, in which the output layer nodes of a network are
grouped according to the action dimension, and applied the method to the crowd
guidance problem. However, in these studies, the objective function (reward) was
only the travel time, and safety was not considered. To the best of our knowledge,

no study has applied MORL or MODRL to crowd guidance problems.
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8.3 Multi-objective Deep Reinforcement Learning

Decision-making problems that maximize long-term cumulative rewards have been
studied in the fields of control theory and machine learning. Classically, optimal so-
lutions are computed using dynamic programming (DP) such as value iteration (VI)
and policy iteration (PI). However, these methods assume the known dynamics of the
system. Because this is not a realistic assumption, various model-free methods have
been proposed that can be applied even when the system dynamics are unknown.
For example, Yang et al. extend A-PI, which combines VI and PI, to a model-free
method [208]. This extended method for finding optimal control strategies under the
unknown dynamics of the system is called adaptive dynamic programming (ADP).
Other extensions of ADP have been proposed for convergent and stable learning of
nonlinear systems. For example, Yang et. al. considered the approximation error
of the system [209] or relaxed the condition for convergence by efficiently collecting
data using experience reply [210]. These methods are model-free, guarantee conver-
gence, and account for system approximation errors, but they do not mention the
applicability to complex systems such as crowd movement. If the system is very com-
plex, DRL, which is an approach to approximate the dynamics of the system with
a neural network while collecting data during the learning process, would be more
practical. In addition, these control theory-oriented methods are not yet fully ex-
tended to multi-objective optimization. From this point of view, MODRL is suitable

for solving real-world sequential decision-making problems.

In general, MODRLs are classified as single- and multi-policy methods [211]. The
single-policy method is effective when the decision-maker’s preferences are known and

do not change. The scalarization function transforms multiple objective functions

163



Chapter 8: Multi-objective Deep Reinforcement Learning for Crowd Movement

into a single objective, and the optimal policy is obtained using a single-objective
RL method based on the weight vector that represents the decision-maker’s prefer-
ences. However, when the decision-maker’s preferences are unknown or changeable,
the multi-policy method, which aims to learn Pareto-front of policies, is suitable. In
complex real-world problems, it is desirable to present multiple strategies to decision-
makers, to help them decide on a good strategy. Therefore, in this study, I focus on

a multi-policy method.

The multi-policy method is divided into outer- and inner-loop methods. The
outer-loop method calculates multiple policies by repeatedly generating weight vectors
and performing single-objective optimization. In contrast, the inner-loop method is
designed to learn several policies at once. One of the outer-loop methods is deep
optimistic linear support learning (DOL), proposed by Mossalam et al. [212]. This
method combines the generation of weight vectors using optimistic linear support
(OLS) with single-objective optimization using DQN. OLS is a weight determination
method that efficiently determines Pareto front [213]. Mossalam et al. showed that
the reuse of neural network parameters reduces the computational cost of single-
objective optimization. However, because DOL repeatedly generates weight vectors
and performs single-objective optimization, the overall computation time increases
in proportion to the number of times the weights are updated if single-objective
optimization is time-consuming. Another drawback of DOL is that it assumes a linear

scalarization function; hence, it cannot solve for non-convex regions in Pareto-front.

Chen et al. proposed a method combining a multi-policy soft actor-critic (MP-
SAC) and multi-objective CMA-ES (MO-CMA-ES) [214] to avoid iteratively com-

puting scalarized single-objective optimizations. This method consists of two steps.
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First, multiple weight vectors are generated, and a linear scalarized single-objective
optimization problem is solved in parallel with each weight vector. For the parallel
part, MP-SAC, an extension of soft actor-critic is used to parallel computation. Next,
the optimal solution for each weight vector is further updated using MO-CMA-ES.
The parallel computation reduces the computation time. It is also reported that even
if linear scalarization is used, non-convex solutions can be searched for by updating
with MO-CMA-ES in the second step. However, prior knowledge of the problem is
required to prepare an appropriate set of weight vectors because this method requires
the generation of multiple weight vectors in advance. If appropriate weight vectors
cannot be set, they must be exhaustively generated. Exhaustive computation is time-
consuming, even if parallel processing is possible because optimization is performed

for each weight.

In existing outer-loop methods, the overall computation time increases in propor-
tion to the number of times the weights are updated if single-objective optimization
takes time. Therefore, I focus on the inner-loop methods. Pareto-Q is a typical
inner-loop method that extends the Q-learning framework to multi-objective prob-
lems [215]. Furthermore, PDQN, a method that introduces neural networks, has been
proposed to apply the Pareto-QQ framework to high-dimensional and complex prob-
lems [199]. PDQN can acquire the Pareto front through learning without defining
the weight vectors. Therefore, in this study, I consider the application of PDQN to

the crowd route guidance problem.
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8.4 Preliminaries

Before describing PDQN, T first describe the general RL formulation, Q-learning
and DQN. Pareto-Q, the predecessor of PDQN, is then explained, and PDQN is

described.

8.4.1 Reinforcement Learning

RL learns strategies through interaction with the environment. The environment
is modeled as a Markov decision process. Let S = {s1,---,sy} be the state space
and A = {ay,--- ,ay} be the action space. An action a is performed in state s, and
according to the state transition probability T'(s'|s,a), it transits to the next state
s and receives an immediate reward R(s,a). The goal of reinforcement learning is
to find a strategy (policy) 7(a|s) that maximizes the cumulative sum of the rewards.
The expected value of the sum of discounted rewards when an action a is taken in
state s is called the Q-value and is denoted by Q(s,a). The action is taken according

to policy T,

8.4.2 Q-learning and DQN

Q-learning is a method of learning to take action with the highest Q-value among
the possible actions in each state. The Q-value is estimated by repeating the action

and is updated using Eq. (8.1)

Q(s,a) < Q(s,a) (8.1)

+ a(R(Sv a) + VmaXQ(Slv a/) - Q(87 a))

a’'€eA
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, where a € [0, 1] denotes the learning rate. In addtion, v € [0, 1] is the discount rate
used to discount future rewards. The e-greedy policy is often used during learning.
Actions are selected randomly with a probability of ¢ and with a probability of 1 — &
to maximize the Q-value. Approximating the QQ-value is equivalent to obtaining the
optimal policy because the Q-value is the criterion for action selection.

DQN approximates the Q-values with a neural network. In DQN, transitions
{s,a,r,s'} (r = R(s,a)) obtained from interactions with the environment are aggre-
gated in Replay buffer D, and during training, the transition information is randomly
sampled to create mini-batches. This is called experience replay. The experienced
data stored in Reply buffer is used to learn the parameters 6 of the Q-network. The

loss function is expressed by Eq (8.2).

L(0) = Efsars1~n[(r +7 max Q(s',ad';07) (8.2)
a'e

_Q<87 a; 0))2]

where 6~ is the parameter of the Target Network, which has the same structure

as the Q-network but with the parameter of a few steps earlier.

8.4.3 Pareto-Q

Pareto-Q extends the Q-learning framework to multi-objective problems. In MORL,
the immediate rewards are multi-dimensional. In addition, the cumulative sum of the
final rewards may not be superior or inferior. Therefore, there are multiple opti-
mal policies, in other words, there are multiple ) values to be estimated. Thus, the

Q-learning framework cannot be simply applied.
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The Q-values obtained afterward vary depending on the policy. Therefore, in

Pareto-Q, the set of Q-values is expressed by the following equation:

Qset(5,a) = R(s,a) +yND,(s,a) (8.3)

, where R represents the average immediate reward, which is updated by the following

equation:

R(5> CL) = R(s) a) € R(Sv a) - R(S7 a)

(8.4)

n(s,a)
, where n(s,a) is the number of times that action a is selected in state s. In addi-

tion, N Dy is the set of non-dominated solutions for the Q-value of the next state,

represented by the following equation:
NDy(s,a) = ND(UpeaQset(s',a")) (8.5)

, where N D denotes the operation for removing dominated solutions.

Pareto-Q uses Hypervolume as an indicator to evaluate the entire set of Q-values
as a criterion for action selection, while the Q-learning strategy selects the action
with the largest Q-value, as shown in Figure 8.1. Hypervolume represents the area or
volume of the region in the objective function space that is dominated by the solution

set.

8.4.4 Pareto-DQN

PDQN introduces neural networks to apply the Pareto-Q framework to high-
dimensional and complex problems. The immediate reward R and the set of non-

dominated solutions N D, of the Q-values of the next state are approximated by a
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Figure 8.1: Hypervolume-based action selection

Figure 8.2: Agent-environment interactions in Pareto-DQN

neural network, respectively. The former is called a reward estimator, and the latter
is a non-dominated estimator. A graphical overview and an outline of PDQN are

given in Figure 8.2 and Algorithm 1.

For the reward estimator, the inputs are states and actions, and the outputs are
rewards. If the number of objective functions is d, the reward is a d-dimensional
vector. However, if the non-dominated estimator also assumes that the input is the
state and action and the output is the non-dominated solution set, a problem arises
in which the dimension of the output cannot be fixed. This is because the number of

Pareto solution sets for a Q-value depends on state and action.
Therefore, in addition to the state and action, d — 1-dimensional Q values are
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used as an input. Subsequently, the dth Q-value is output. This fixes the number
of output dimensions of the network. When selecting actions, the d — 1-dimensional
values are sampled in the d — 1-dimensional objective function space, the dth value is
output using a non-dominated estimator, and these are concatenated to form the d-
dimensional value. The average immediate reward R output by the reward estimator
is added to these values to compute Qset(s,a) (Eq. (3)). Sampling in d — 1 dimension
is performed p times so that the sample points are evenly distributed in the solution
space, and the Q-value is computed at each sampling point to obtain Qse(s,a). In
this way, Qs (s, a) for each action is estimated and, as in Pareto-Q, the action with
the largest Hypervolume is selected. I refer to PDQN with Hypervolume-based action
selection as HV-PDQN.

Once the Pareto front is known, the user selects the preferred policy and expects to
reach the solution obtained by that policy. To do this, a tracking policy method is used
in the evaluation phase in Pareto-Q and PDQN. First, Pareto Q-values for each action
are estimated initially, and non-dominated solutions are extracted. Subsequently, the
target solution is selected. The action that contains the Q-value closest to the target
solution is selected. Subtract the immediate reward earned from the target value
and set a new target value. Subsequently, it transitions to the next state and selects
an action that contains a Q-value close to the new target. The desired solution is

obtained by repeating this process.

8.5 Improvements of Pareto-DQN

PDQN can learn multiple Pareto strategies during the learning process. PDQN

has undergone testing for how well it performs in-game problems, but its effectiveness
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in complex real-world problems has not been fully established. To apply PDQN to
real problems, I propose to adjust the number of sample points p and improve action
selection criteria. This chapter describes our hypotheses for the number of samples

and the new action selection criteria.

The number of samples corresponds to the number of Q-values when estimating
(Qser using the neural networks. Therefore, a small number of samples is considered
to be a poor approximation of the true Pareto solution. The number of true Pareto
solutions in real problems is unknown, so it is difficult to set the appropriate number.
Because the difference in the reward obtained in one step is the difference in the
Pareto solution, I require sufficient samples to represent the difference. I assume that
the number of samples should be set so that the sample interval is smaller than the

reward value obtained in one step.

Next, I mention the action selection criteria. The strategies that can be acquired
by PDQN rely on the action selection criteria that determine which actions are chosen
during the learning process. Therefore, I focus on the action selection criteria and
introduce new action selection criterion to obtain a variety of strategies (policies).
Presenting a variety of strategies can assist decision-makers to balance the multiple
conflicting objectives (safety and efficiency in the case of crowd movement). HV-
PDQN may be biased in selecting actions during learning and may not find diverse
solutions. First, the problems with HV-PDQN are explained, and the other action

selection methods are described.

Hypervolume is the area of the solution set in the multi-objective space with
respect to the reference point. Therefore, solutions farther away from the reference

point have a greater impact on the Hypervolume. However, each solution is equally
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important in multi-objective optimization problems, and it is problematic if distant
solutions have a large impact on the goodness of the solution set. This also depends on
the setting of the reference points [216]. Therefore, HV-PDQN is more likely to select
actions involving distant solutions. This will result in the selection of only similar
actions and may not find diverse solutions. In addition, the value of Hypervolume
changes depending on the reference point setting; therefore, tuning the reference point
is necessary to obtain a good strategy.

In this study, I introduce two selection criteria: Cardinality (CA) and Pareto-
relation (PO). Both criteria were used as action selection criteria in the case of Pareto-
Q [215]. First, as in Algorithm 2, Q. (s,a) is calculated for each action a, from
which dominated solutions are omitted to form the set of non-dominated solutions
NDQ@s. The number of solutions for each action in NDQ@s is calculated, and the
action that contains the most solutions is selected, as shown in Figure 8.3. PDQN
with this action selection criterion is called CA-PDQN. I also consider a method that
omits completely dominated actions that do not contain any solutions in N D@Qs and
randomly select from the other actions. PDQN with this action selection criterion is
called PO-PDQN. In the case of PO-PDQN, replace line 9 of Algorithm 2 with line 10.
The CA-PDQN and PO-PDQN are thought to be able to select diverse actions better

than HV because they select actions that contain many non-dominated solutions.

8.6 Experiment: Deep Sea Treasure

In the experiments, I evaluate the improved version of PDQN on the toy problem,
which is commonly used to evaluate MODRL, and the crowd guidance problem. I

select the deep sea treasure (DST) [10] as the toy problem. The DST is a benchmark
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problem for MORL. This section describes the DST settings and results.

8.6.1 Settings

A ship searches for treasure in the environment, as shown in Figure 8.4(a). The
numbers in the cells represent the treasure value. There are two objective functions
in this problem. The first is the treasure value. The second is the number of steps
to obtain a treasure. A trade-off exists between these two objectives. The number of
steps should be higher to increase the treasure value, while the treasure value should
be lower to decrease the number of steps. The rewards are treasure and steps. Note
that the step number is multiplied by —1 to maximize both objective functions. True

Pareto front is shown in Figure 8.4(b).

The state corresponds to the cell in which the ship is located. Because, there are
11 x 10 = 110 cells, the state is represented by 110-dimensional one-hot vectors. The
actions are the top, left, bottom, and right; therefore, the action is represented by 4-
dimensional one-hot vectors. The reward estimator has the state and action as inputs
and a 2-dimensional reward as output. The non-dominated estimator has the state,
action, and a Q-value for the first objective, treasure, as inputs and a Q-value for the
step number as output. The reward and Q-values are normalized by [0, 124] in the first
objective (treasure) and [0, 19] in the second objective (steps). The network structure
is the same as that used in [199]. Alike [199], Adam is used to optimize the two
networks, and the learning rates are set to 1072 and 1074, respectively. Additionally,
v = 1. The decay rate of ¢ is set as 0.999. I set the number of samples to 10
because the number of true Pareto solutions is 10. The training is performed for

10000 episodes.
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In this experiment, I verify whether CA-PDQN and PO-PDQN can obtain more
diverse solutions than HV-PDQN. In addition, I verify whether the performance of
HV-PDQN differs depending on the reference point setting. Therefore, I also test
different reference points for HV-PDQN; (—1, —2) and (-2, —2). Hypervolume and
inverted generational distance (IGD) [217] are used to evaluate the goodness of the
acquired Pareto policies. IGD is used to assess the quality of approximations to the
Pareto front. Note that for each solution of the Pareto front estimated by the learned
network, I evaluate the obtained solution using the policy-tracking method described

in Section 3.

8.6.2 Results

First, I describe the differences in the acquired Pareto solutions using the three
action selection criteria. Table 8.1 lists the values of Hypervolume and IGD. According
to these metrics, Pareto front approximations with higher Hypervolume or lower IGD
are better. The results show that CA-PDQN and PO-PDQN are able to acquire more
diverse solutions than HV-PDQN. Figure 8.5 shows the Pareto solution obtained using
the learned policies. For example, HV-PDQN does not obtain a solution (24, -13),
whereas CA-PDQN and PO-PDQN do. The deepest solution (124,-19) is not obtained
using any of the action selection criteria. This is assumed to be the case because few
such solutions are acquired during the learning process, and not many are included
in the neural network training data. Presenting a variety of strategies can assist
decision-makers to balance multiple conflicting objectives. From this point of view,
CA- and PO-PDQN are more useful than HV-PDQN. The results are consistent with

the original PDQN paper [215], which also reported that Pareto-Q with CA or PO
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Table 8.1: Performance comparison of PDQN for each action selection criterion on
the DST environment

Hypervolume (1) IGD (])

HV-PDQN 2.713 0.079

CA-PDQN 2717 0.047

PO-PDQN 2.717 0.052
True 3.122 0.0

achieved larger Hypervolume than with HV in DST problems.

Second, I discuss the difference in performance depending on the reference-point
setting in HV-PDQN. In the DST problem, the value of the optimal cumulative
reward is in the range [0,1] for Treasure and [-1,0] for the number of steps because of
normalization. The original reference point is set as (-1,-2). Here, I consider the case
in which the reference point is (-2,-2). The positions of the reference points and the
solution space are shown in Figure 8.6(a). Hypervolume is the area of the solution
set with respect to the reference point, indicating the goodness of the solution set.
When the reference point is set to (-2,-2), the values in the horizontal axis direction,
that is, the treasure values, are more likely to affect the Hypervolume than when the
reference point is set to (-1,-2).

Figure 8.6(b) and (c) show the acquired Pareto solutions of HV-PDQN when
the reference points are (-1,-2) and (-2,-2), respectively. A larger treasure solution
(specifically (24,-13)) is obtained when the reference point is (-2,-2) compared to the

case where the reference point is (-1,-2). However, a smaller treasure solution is no
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longer obtained. Thus, even with HV-PDQN, it is possible to increase the variety of
solutions by adjusting the reference points. However, this is only possible if the range
of possible optimal policies is known in advance. It is difficult to adjust the reference
points when dealing with real-world problems because the knowledge of the solution
range acquired by optimal policies tends to be unknown. From this perspective, it is

desirable to apply CA-PDQN and PO-PDQN, which are independent of the reference

point.

8.7 Experiment: Crowd Guidance

Experiments on the toy problem showed that using CA and PO as action selec-
tion criteria for the PDQN is effective. In this section, I examine differences in the
number of samples and the effectiveness of PDQN for real problems and evaluate the
advantages and disadvantages of each action selection criterion. The crowd guidance
problem is treated as a real problem. I first describe the crowd movement simulation,
which represents the movement of a crowd using multi-agent simulation, and then

discuss the experimental settings and results.

8.7.1 Crowd movement simulation

In this study, I target crowd movement in fireworks display festivals. The road
network is illustrated in Figure 8.7(a). The pedestrians move from the event site to
the station after the event. A train arrives at the station every ten minutes, and the
train capacity is 1600 people. The route guidance information is projected onto a
building at a junction, as shown in Figure 8.7(b).

[ use a multi-agent pedestrian simulator called CrowdWalk [67] to reproduce crowd
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movement. CrowdWalk represents the space in which pedestrians move as a network
of links and nodes, and the social force model (SFM) is implemented to represent
pedestrian movement on the links [218].

At a fireworks display on August 13, 2018, I set up LiDAR at the junction to
measure pedestrians’ movements. I detected the number of pedestrians from LiDAR
point cloud data using a clustering-based tracking method [66].

An example of the measured pedestrians’ trajectories using LiDAR is shown in
Figure 8.8(a). Cameras were also installed at the station to count the number of
pedestrians passing through, as shown in Figure 8.8(b). Using these camera data and
LiDAR measurement data, the number of pedestrians at each time point who start
moving from the event site was derived as shown in Figure 8.8(c). The number of
pedestrians starting to move from the event site to the station peaks at approximately
8:40 p.m., when the fireworks display ends, and decreases from 10:00 p.m. when the
food stalls close.

In the simulation, pedestrian agents are generated according to the number of
pedestrians starting to move, as shown in Figure 8.8(c), and at the junction, the
pedestrians select Route 1 or Route 2 according to the guidance. The walking behavior

on the route follows SFM.

8.7.2 Settings

The problem is to learn the guidance at the junction that minimizes the travel
distance and congestion degree of the crowd movement from a fireworks display site
to a station. Note that I measure the crowd movement at this fireworks festival every

year, and the routes in this problem setting are simplified versions of the actual routes.
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The routes are divided into links at 50 [m] intervals, and the number of pedestrians
on each link is defined as a state. Here, the routes can be delimited into 20 links. The
action is route guidance at the junction. The interval between steps is 10 minutes.
Specifically, the action determines the guided route during the next 10 minutes. I
assume that I know the number of pedestrians who will start returning home in the
next 10 [min]. The state is 22-dimensional, with the number of pedestrians on each
of the 20 links, the number of pedestrians who will begin their return trip in the next
10 [min], and the time step. This action is two-dimensional because there are two

routes.

There are two objective functions in this problem: the travel distance and conges-
tion degree. A trade-off exists between the two objectives. The rewards are also the
travel distance and the congestion degree. The travel distance is the total distance
traveled by pedestrians arriving at the station at each step. The congestion degree
is calculated as follows: I calculate the number of links with a density greater than
0.72 every 30 [s] within one step (10 [min]), and the sum of these numbers over 10
minutes is the congestion degree. Fruin’s Level of Service, a criterion for evaluating

safety based on crowd density, states that densities above 0.72 are unstable [150].

The reward estimator has the state and action as inputs and a 2-dimensional
reward as output. The non-dominated estimator has the state, action, and a Q-value
for the first objective, travel time, as inputs and a Q-value for the congestion degree
as an output. The value of the optimal cumulative reward is normalized to the range
[-1,0] for the travel time and [-1,0] for the congestion degree, and the reference point
is set to (-2,-2). The non-dominated estimator structure is shown in Figure 8.9. Alike

the experiment on DST, Adam is used to optimize the two networks. Additionally,
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v = 1. The decay rate of ¢ is set as 0.999. The training is performed for 10000

episodes.

Computing a single episode takes time when using a complex simulator such as a
crowd simulator. I introduced two ideas to accelerate the learning process. The first
is a learning rate schedule. The learning rate schedule is a predefined framework that
adjusts the learning rate during training. It is difficult to converge if the learning rate
is significantly high, and it may take time and lead to local solutions if the learning
rate is significantly low. Therefore, it is considered efficient to reduce the learning
rate as learning progresses. In this experiment, the learning rate is adjusted such that
it starts at le-3 and is reduced to 1le-6 by multiplying each step by 0.9999. The start
and final learning rates are set experimentally. The second is to reduce the fidelity
of the simulation. There is a trade-off between simulation fidelity and computational
cost. However, results that correlate with high fidelity can be output even with low-
fidelity simulations. The same result has been reported for crowd simulations [219].
In our experiment, the number of pedestrians and route width are reduced by a factor

of 10, resulting in an 8-fold speedup in the computation time.

In this experiment, I examine differences in the number of samples and the ef-
fectiveness of PDQN for the crowd guidance optimization problem and evaluate the
advantages and disadvantages of each action selection criterion. When applied to
DST, the number of samples is set to 10 in [199]. This is appropriate because the
number of true Pareto solutions is 10. However, in a real-world problem, the number
of true Pareto solutions is unknown. If the number of samples is too small, the distri-
bution of Pareto solutions spread over the solution space may not be well represented.

This may prevent the search from progressing. In particular, since CA is a criterion

179



Chapter 8: Multi-objective Deep Reinforcement Learning for Crowd Movement

for selecting actions based on the number of solutions, the solutions obtained by
CA-PDQN may be highly dependent on the number of samples. One practical way
to specify the number of samples is to consider the difference in the reward of Q1.
Since the minimum reward obtained in a single step matches the minimum difference
in the Pareto solution, I assume that the number of samples should be set so that
the sample interval in Q1 is smaller than the reward value obtained in a single step.
Therefore, I set the number of samples to 50 considering the variations in the reward
for the travel distance (Q1). I also experimented with 10 samples as a lesser case and

100 samples as a greater case for comparison.

For comparison, simple guidance strategies are also verified. There are three
strategies: a guide to Route 1 at all times (Route 1), a guide to Route 2 at all times
(Route 2), and a strategy that switches between Route 1 and Route 2 every step
(10 minutes) (Switch). I test whether PDQN can obtain superior Pareto solutions
compared with simple guidance strategies and verify the applicability of PDQN for a
real-world problem such as the crowd guidance optimization problem.

Experiments on DST show that CA- and PO-PDQN can obtain a greater variety
of solutions than HV-PDQN, and the strategy obtained by HV-PDQN relies on the
reference point. Therefore, I also verify whether the differences depending on each
action selection criterion in the crowd route guidance problem are the same as those

in the experiment with DST.

8.7.3 Results

I used AMD Ryzen Threadripper 3990X 64-Core Processor (2.9GHz) to conduct

experiments and it took five days to run 10000 episodes. Figure 8.10 is the learning
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curve of the non-domain estimator in training with 50 samples, showing convergence
at 10000 episodes. It was also confirmed to converge within 10,000 episodes, whether
the sample size was 10 or 100. In addition, there was no difference in computation

time.

I present the results for different sample sizes. Figure 8.11 shows the distribution of
the sum of rewards obtained during training when the number of samples is changed.
I found that the trend of solutions obtained varies significantly depending on the
number of samples. When the number of samples is smaller (10), the search proceeds
to reduce the congestion degree and does not proceed in the direction of minimizing
the distance. It is assumed that this is because the distribution of Pareto solutions in
the solution space is not well learned. In the original proposal for Pareto-DQN [199],
the action selection criterion is HV, and there is no statement regarding the number
of samples, suggesting that the sample size is not sufficiently large. Therefore, in a
real-world problem (in that paper, the traffic signal control problem), the Pareto front
could not be learned well because it fell into local search, as shown in Figure 8.11(a).
From this, it can be said that the number of samples has a significant impact on the
search performance of PDQN, and it is better to set the number of samples large with

considering one step reward.

When the number of samples is increased, the solutions obtained by HV-PDQN
do not change significantly, but those obtained by CA-PDQN change significantly. In
the case of CA-PDQN;, the number of solutions for each action in NDQs is calculated,
and the action that contains the most solutions is selected. Therefore, the possibility
that an action (Action 2) that should be selected to search for a better solution is

not selected and that another solution (Action 1) is selected increases if the number
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of samples is significantly large, as shown in Figure 8.12 I assume that the search
does not proceed to optimize QQ2, but continues to improve Q1, resulting in the result

shown in Figure 8.11(f).

Next, I discuss the Pareto solution obtained using the learned policies when the
number of samples is set to 50. As shown in Figure 8.13, PDQN using any action se-
lection criteria generally obtains better solutions than simple measures. The strategy
"Route 1”7 guides Route 1 at the all-step, which minimizes the distance but increases
the congestion degree. The strategy "Route 2”7 guides Route 2 at the all-step, which
decreases the congestion degree but increases the distance. The strategy ”Switch”
changes the guided route between Route 1 and Route 2 at each step, in which the
distance is not long, but does not decrease the congestion degree because it only
switches guidance without considering the current state or future effects. On the
other hand, PDQN can learn the optimal action (guidance) based on the current
state taking future effects into account, regardless of the action selection criteria.
Therefore, it can obtain a strategy that minimizes distance and congestion compared
to simplified strategies. By adjusting the number of samples in this way, PDQN can

be applied to realistic problems.

Figure 8.14 shows the simulated crowd movement with the "Switch” strategy
and the strategy acquired by PDQN (as shown in Figure 8.13), which reduces the
congestion degree and travel distance. This shows that the policy acquired by PDQN

is more effective in reducing congestion.

Finally, I mention the differences depending on each action selection criterion.
Table 8.2 lists the Hypervolume of the Pareto solution of the PDQN for each action

selection criterion. This indicates that CA- and PO-PDQNs can acquire more Pareto
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Table 8.2: Performance comparison of PDQN for each action selection criterion on
the crowd route guidance problem

Hypervolume (1)

HV-PDQN 2.966
CA-PDQN 3.012
PO-PDQN 3.016

policies than HV-PDQNs. However, HV-PDQN has acquired policies that can reduce
congestion, whereas CA- and PO-PDQN have acquired policies that can reduce travel
distance, making it difficult to determine which action selection criterion is better.
HV-PDQN relies on the reference point settings as described in Section 5. CA-
PDQN may fall into local search if the number of samples is significantly large. PO-
PDQN has the best Hypervolume at evaluation but has worse solutions acquired
during learning than HV- or CA-PDQN, as shown in Figure 8.11. PO is a criterion
that randomly selects an action other than the completely dominant action at each
step. Therefore, it is not possible to consistently select actions toward a specific opti-
mal solution in all steps. Figure 8.13 shows the results of the evaluation. During the
evaluation, actions are selected to aim at the Pareto front estimated by the network.
Because the action is selected consistently during the evaluation, PO-PDQN can ob-
tain good Pareto solutions similar to CA-PDQN, although PO-PDQN cannot acquire
those during learning. An improvement in PO-PDQN is a method of consistent ac-
tion selection from the middle of the learning process. Switching to consistent action
selection (the same procedure as during evaluation) when learning has progressed to a

specific degree and the Pareto solution can be estimated by the network may further
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advance the search.

8.8 Conclusion

In this chapter, I proposed an improved version of PDQN and demonstrated its
effectiveness in a real-world problem such as crowd route guidance strategy opti-
mization. In previous studies, PDQN has not been successfully applied to real-world
problems, and I addressed sample size and action selection criteria as reasons for
this. I proposed the use of a sufficient number of samples and the introduction of a
new action selection criterion and tested its effectiveness in the toy problem and the
crowd guidance problem. The experimental results show that PDQN can learn better
strategies than simple guidance methods for crowd guidance optimization problems
by adjusting the number of samples. Additionally, I demonstrated that the search
performance of HV-PDQN depends on the reference points, CA-PDQN depends on
a large number of samples, and PO-PDQN is independent of these parameters. Fur-
ther improvement can be expected by integrating consistent action selection into
PO-PDQN.

The experiment in this study is limited to the verification of one scenario of crowd
movement. In the future, it is imperative to verify whether the learned optimal strate-
gies can be applied to other scenarios. When applying the guidance in practice, it
is desirable to scalarize multi-objective rewards based on the decision-maker’s pref-
erences and then take the action that maximizes the scalarized reward or value. A
method for estimating the decision-maker’s preferences in multi-objective sequential
decision-making using inverse RL has been proposed [220]. Combining the estima-

tion of the decision-maker’s preferences with Pareto front learning, as performed in
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this study, allows the decision-maker to make the desired choice in a multi-objective

problem.
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Algorithm 1 PDQN

1:

2:

3:

10:

11:

12:

13:

14:

15:

16:

17:

18:

19:

20:

21:

22:

23:

initialize reply buffer D

initialize reward estimator R

initialize non-dominated estimator N D,

initialize target non-dominated estimator N bt =ND,

for episode=1 to M do

while not terminal do
sample points p from R~!
estimate Q. (s,a) by calculating Q.e(s,a,p) = R(s,a) +yND(s,a,p) for
each sample point
select action a using e-greedy policy and based on Qse(s, )
execute a in environment, observe state s’, reward r, terminal ¢
add transition (s,a,r,s’,t) to D
sample minibatch (s;, a;, 74, s}, t;) from D
sample points p; from R4!
if not ¢; then
Yi = ND(UweaQser(s}, a',p}))
else
Yi =T
end if
update N D; by performing gradient descent step on (y; — Qset(8i, ai, pi))?
update R by performing gradient descent step on (r; — R(s;, a;))?
every C' steps copy N Dy to ND,
end while

end for
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Figure 8.3: Cardinality-based action selection

Algorithm 2 Cardinality-based action selection

[

T Qs={)

2: for each action a in s do

3:  for each Q in Qs (s,a) do

4: Append [a, Q] to Qs

5. end for

6: end for

7. NDQs <+~ ND(Qs)

8: n, < number of non-dominated solutions of action a in NDQs
9: a < arg IEaX na (A other than action n, = 0)

ae

10: (a - random choice from A other than action n, = 0)

11: return a
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Figure 8.5: Pareto solution obtained using policies learned by the PDQN for each
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Figure 8.7: Fireworks display festival environment
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Figure 8.8: Measurement of crowd movement
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Figure 8.9: The non-dominated estimator N D, architecture and inputs data

Figure 8.10: Learning curve of PDQN for each action selection criteria
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(a) HV-PDQN (10 samples) (b) HV-PDQN (50 samples)  (c) HV-PDQN (100 samples)

(d) CA-PDQN (10 samples) (e) CA-PDQN (50 samples) (f) CA-PDQN (100 samples)

(g) PO-PDQN (10 samples) (h) PO-PDQN (50 samples) (i) PO-PDQN (100 samples)

Figure 8.11: Solution obtained during training. One point is the cumulative sum
of rewards earned in one episode. The color becomes darker with each additional
episode. The solid lines indicate the Pareto fronts of the solutions obtained in settings

(a) through (i).
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Figure 8.12: Examples of choosing actions that do not contribute to the search for a
better solution.

Figure 8.13: Pareto solution obtained using policies learned by the PDQN with sample
size 50 for each action selection criterion on the crowd route guidance problem. One
point is the result of one guidance policy, and it is the result of simulating until all
pedestrians arrive at the station.
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(a) Switch (b) PDQN

Figure 8.14: Simulated crowd movement. The dots represent pedestrians, and the
color of the dots represents the pedestrian’s speed. The speed decreases from green
to red, and red means that the pedestrian is stationary at zero speed. That is, the
red areas are under congestion. The guidance strategy acquired by PDQN is more
effective in alleviating congestion.
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Chapter 9

Conclusions

In this chapter, I summarize the discussions of this dissertation and mention the

follow-up works.

9.1 Summary

In Chapter 2, I analyzed the usage history of apps and estimate a travel mode
choice model for a Mobility as a Service (MaaS) demonstration experiment conducted
in Shizuoka City in November 2019. In this demonstration experiment, the App. that
enables users to search for routes combining railroads, local buses, and on-demand
shared mobility service (OSMS), was developed. From the collected data, I analyzed
the number of users of the MaaS app, user characteristics, trends in the number of
searches, and the usage history of each travel mode. The nested logit model was used
to represent the mode choice behavior and I identified the selection bias of OSMS in

the MaaS demonstration.

In Chapter 3, I generalized and proposed a crowd simulation framework that is
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consistent from actual crowd movement measurements to route choice model estima-
tion and crowd simulator construction. I use discrete choice model (DCM) as the
route choice model and social force model as the walking model. In experiments, I
measured the crowd movements during the evacuation drill in the theater and the
firework event in which tens of thousands of people moved, and proved that the
crowd simulation incorporating the route choice model can reproduce the measured

real large-scale crowd movement.

In Chapter 4, I considered the problem of learning DCM from a dataset that con-
tains data that the selection result is unknown. Using a transportation mode choice
dataset "swissmetro”, I experimentally showed that positive and unlabeled learning,

which is a method of semi-supervised learning, is also useful in choice modeling.

In Chapter 5, I presented a simulation analysis of the benefits that MaaS brings
to users. The benefits to users of introducing OSMS in addition to railways and buses
and increasing their transportation options were investigated in accordance with the
setting of the MaaS demonstration experiment in Shizuoka. The results showed that
the introduction of MaaS, or in other words OSMS, increases the benefits to users,
but the provider loses profit when the number of users is small. If the number of users
increases and the number of OSMS vehicles and fares are adjusted, the provider also
archives benefits. However, since the share of railways and buses is reduced by the
introduction of OSMS, coordination between the different operators of each mobility

service is necessary.

In Chapter 6, I analyzed the benefits of introducing meeting points (MPs) into
OSMS in terms of operational efficiency and passenger convenience, especially travel

time. Previous studies have shown that the introduction of MPs into OSMS can im-
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prove operational efficiency. However, the benefits in terms of passenger convenience
have not been sufficiently investigated. The static analysis and the simulation anal-
ysis using actual maps and demands show that the introduction of MPs shortens the
vehicle kilometers traveled and, if the number of demands exceed a certain number
and the number of vehicles is equivalent to door-to-door (D2D)-based OSMS, reduces

the average travel time of passengers compared with D2D-based OSMS.

In Chapter 7, I summarized previous studies on spatial design and crowd control.
First, the evaluation indices of crowd movement are summarized from the viewpoints
of safety and efficiency. Then, the current findings on spatial design are summarized,
and crowd control methods are categorized and explained at the level of pedestrian
behavior. The problems of the previous studies are summarized, and the approaches

to solve them are presented.

In Chapter 8, I proposed an improved version of Pareto-Deep Q-Network (PDQN)
and demonstrated its effectiveness in a real-world problem such as crowd route guid-
ance strategy optimization. In previous studies, PDQN has not been successfully
applied to real-world problems, and I addressed sample size and action selection cri-
teria as reasons for this. I proposed the use of a sufficient number of samples and
the introduction of a new action selection criterion and tested its effectiveness in the
toy problem and the crowd guidance problem. The experimental results show that
PDQN can learn better strategies than simple guidance methods for crowd guidance

optimization problems by adjusting the number of samples.
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9.2 Future Work

Future challenges for simulation-based management are to increase the accuracy
of measurements, increase the accuracy of simulations, and increase the speed of
simulations. Measurement accuracy is improving with the rise of deep learning and
more accurate sensors. [ believe that there are two approaches to improving the
accuracy of simulation: model refinement and data assimilation. In this dissertation,
some research was conducted using the approach of model refinement. On the other
hand, data assimilation is also an important technique. Future work includes the
establishment of a hybrid method in which statistical modeling is performed based on
data, and then some of the parameters of the model are optimized by data assimilation

in order to increase the accuracy of the simulation.

Simulation always takes a calculation cost, so it is not feasible to run simulations
many times within the available time. Surrogate models are often used to speed up
simulations. Approaches to replace agent-based simulation with deep learning have
been studied [221]. However, there is a risk of black-boxing the simulation process
when using deep learning methods. In addition, only the phenomena contained in
the data used for training can be reproduced or predicted. In order to reproduce
emergent phenomena, it is necessary to construct an agent-based simulator as before.
Since there is a trade-off between accuracy and computational cost, it is desirable to
construct a hybrid simulator that successfully combines the merits of both.

In the future, people’s behavior will be further optimized by Al technologies such
as recommendation systems. However, it should be noted that in a world with limited
resources, the result of individual optimization may not always be system optimiza-

tion.
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Currently, services with personalized recommendation functions such as Net-
flix, Spotify (content distribution), YouTube, Instagram (SNS), and Amazon (e-
commerce) are becoming popular. Content is unlimited, and social networking ser-
vices are valuable for their large number of users. In addition, it is relatively easy
to increase production volume in e-commerce. Therefore, the current mainstream
recommendation systems focus only on increasing the number of users. In the future,
personalized recommendations will extend to all aspects of life. This is a world in
which optimal daily activities and scheduling will be recommended. Daily activities
share limited resources, and resources (movement and action spaces such as roads
and stores) cannot be easily increased, so if the number of users increases too much,
there will be competition for resources.

While there has been a great deal of research in the field of transportation that
considers not only individual optimization but also optimization of the entire sys-
tem, in recent years there has been an increase in research on personalization and
incentivization of individuals [222, 223]. On the other hand, in the field of recom-
mendation systems, there has been an increase in research that considers not only the
user’s perspective, but also the perspectives of the company and the entire system,
giving rise to the topic of multi-stakeholder recommendation [224, 225]. We believe
that the transportation field, which has not considered individual heterogeneity, and
the recommendation system field, which has not considered the perspective of the
entire system, can complement each other. In the future, it is desirable to construct
an advanced management system or socially-aware Al that achieves both individual

and system optimization through cross-disciplinary research.
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