
 
 
 
 
 
 

Investigation of mental state estimation to support learning 

based on behavior measurements 

学習支援のための行動指標を利用した心的状態推定手法の検討 

 
 
 
 
 
 
 
 

王
WANG

 冠
GUAN

 云
YUN

 

 
 
 

Graduate School of Information Sciences 
Tohoku University 

 
 
 
 
 

November, 2023 
 



 
 

Abstract 
In an e-learning environment, it is difficult for teachers to track students’ engagement 
in learning or detect whether they need help. The thesis estimates two mental states of 
students when they are learning with an intelligent tutoring system(ITS): the 
engagement state and the help-seeking state. We recruited 13 participants from Japan 
and 22 participants from Taiwan and asked them to solve a problem used in the 
International Olympiad of Linguistics in 2018. When solving the problem, their facial 
video, records of clicking the hints button, and answer sheet are recorded. We extracted 
features, including Action Unit codes (AU, head pose, and gaze with open-source 
software, OpenFace. Those features consisted of nine types of feature sets: Basic AUs, 
Head Pose, Co-occurring AUs, Gaze feature set, etc. The classifications of mental states 
are trained by lightGBM and SVM models. We evaluate the models by AUC, F1 score, 
and accuracy. The results suggest that facial features effectively estimate the 
engagement and help-seeking states. Furthermore, the performance of lightGBM is 
better than SVM. We used SHAP (Shapley Additive exPlanations) value to calculate 
the importance of facial features. The important features to estimate engagement state 
focus on the upper face, but the features from the lower part of the face are more 
important to predict the help-seeking state. The results from Japanese and Taiwanese 
data are similar. The intra-person learning and inter-person learning were both 
conducted in this thesis. The application of this thesis is the potential to be implemented 
in ITS and improve students’ learning performance. 
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Chapter 1: Introduction 

Nowadays, the information and communication technology (ICT) becomes more 
and more important in educational fields. Artificial Intelligent plays an important role 
in many learning management systems, such as Moodles, to improve students‘ learning 
performance or to facilitate their learning motivation (Gasevic et al., 2016; Lerche & 
Kiel, 2018). The trend of implementing AI into educational systems is increasing 
beyond the COVID-19 generation due to the plenty of e-learning platforms and online 
classes established. 

To make technology beneficial to human beings, the aspect from psychological is 
important. For example, students’ mental states can be monitored by ICT in e-learning 
environments. Therefore, teachers can track students’ learning process and improve 
teaching skill to motivate learners to learn and perform well even in a long-distance 
situation. The essential issue here is related to learning analysis and artificial 
intelligence. This thesis is standing on the boarder of these fields and tries to utilize the 
AI tools to make benefits on learning and teaching. The advantages of using AI on 
education are especially expected to improve students and teachers’ skills by adopting 
to their needs (Gasevic et al., 2016; Viberg et al., 2018). 

I have conducted experiments related to social robots that apply to educational 
fields(Wang, 2020). The results showed that, compared with high empathic robots, 
students preferred a neutral robot that can provides them with objective and 
straightforward support. The experiments recruited undergraduate students and high 
school students. Both groups of participants showed the similar results about their 
expectation of technology. Even though the design of the educational tools is important, 
the learners’ experience and needs on it are more important than the system design. 
Therefore, it triggers me to explore more on the side of users, which is the side of 
learners, to estimate their mental states during learning 

The reason to focus on the mental states is because of the blooming of online 
learning after COVID-19 pandemic. No matter teachers and students are e-learning 
adopters or not, all of them should learn how to use technologies to teach and learn, 
especially during the lockdown period. Unlike traditional face-to-face classes, in an e-
learning environment, teachers have difficulty tracking students’ mental states. Students 
are easily tired during online learning; for example, when taking video lectures, they 
will act mind wandering behaviors (Edyburn & Development, 2021; Risko et al., 2012), 
which is detrimental to their understanding of course content (Hong et al., 2022).  

Furthermore, the risk perception, information behavior, and protection behavior 
during COVID-19 period influenced people’s daily life. Many places, including schools, 
universities, shops, restaurants, and other public places were locked down because of 
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the pandemic. We also have conducted a survey to investigate how people handle the 
situation of the severe period.  

Technically, this research mainly aims to estimate students‘ mental state so that 
the results can be applied on learning support systems and improve students‘ learning 
performance. The tool that first come up with our mind is web camera, which is 
commonly used in online meeting, and most of the personal computer and tablet are 
equipped with one. It is possible to utilize this tool to capture student‘ facial videos 
during learning and make the data analyzable for artificial intelligence. The techniques 
of computer vision application on education can be integrated into different ICTs. For 
example, a social robots can be equipped with a camera to analysis the interaction with 
users. 

This thesis focuses on an AI support e-learning tool called “intelligent tutoring 
system (ITS)” is mainly used and discussed in educational research(Aleven & 
Koedinger, 2000; Tang et al., 2021). A common ITS is usually made for web users, and 
it can deliver adaptive guidance and instruction to learners, evaluate learners’ 
performance, and combine with the learners’ models to classify or cluster them 
(Mousavinasab et al., 2021). Besides, the subjects taught by ITS are various(Tang et al., 
2021), such as computer engineering, science(Graesser et al., 2018), and 
languages(Graesser et al., 2018). Moreover, a typical ITS includes dialogue modules to 
provide knowledge contents(Aleven & Koedinger, 2002). 

Beyond the learning with ITS, the current thesis uses non-verbal information from 
students’ videos to identify their mental state like a real human teacher. From the aspect 
of a teacher, student engagement and their intention of seeking help are essential to 
know. Engagement is related to a student’s involvement on learning and the help-
seeking behavior is related to a student’s obstacle on learning. Instead of monitoring 
students’ engagement, the intention of seeking help to avoid frustration might be 
another critical role of e-learning. I believe that these two mental states represent the 
positive and negative mental states. To make an ITS detect these mental states 
automatically, this thesis is focusing on developing a method by using students’ 
behaviors which videos can take. 
 

1. Engagement and help-seeking behaviors 

First of all, this part explains why this thesis focuses on engagement and help-
seeking behaviors. The operational definitions are also provided in this session. 

 
1.1 Engagement 

Educational research defines engagement as behavioral, emotional, and cognitive 
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engagement (Fredricks et al., 2004). In their definition, behavioral engagement is 
related to students’ conduct and on-desk behavior, which concerns students’ 
involvement in learning, including behaviors such as effort, persistence, concentration, 
attention, asking questions, and contributing to class discussion. Emotional engagement 
refers to students’ affective reactions, including interest, boredom, happiness, etc. 
Finally, cognitive engagement is also written in “self-regulation” by some research, and 
it refers to how students use their learning strategies to plan, monitor and evaluate their 
work when they are accomplishing their tasks.  

In HCI (human-computer interaction) fields, engagement refers to user 
engagement, which focuses on the interactions of humans and computers, virtual agents, 
or mobile apps(Karimah & Hasegawa, 2022). Engagement is also commonly seen as 
an outcome, which indicates how well a computer system is accepted and used by users 
(Karimah & Hasegawa, 2022; O'Brien et al., 2022), or how often users are willing to 
access the system(Davenport Huyer et al., 2020). For the aspects of ITS research, most 
automatic engagement research focus on emotional engagement(Karimah & Hasegawa, 
2022), and they are trying to classify the basic emotions based on Ekman’s research, 
such as anger, surprise, disgust, enjoyment, fear, and sadness(Ekman et al., 1978; 
Kouahla et al., 2022). Engagement in some research is viewed as one of the emotional 
states and named flow(D'Mello et al., 2007; Mills et al., 2014), which indicates intense 
concentration. Research on authentic problem-solving tasks concerns cognitive 
engagement, and they estimated the level of students’ mental investments in learning(Li 
et al., 2021). On the other hand, some ITS research focused on perceived engagement 
judged by observers (Monkaresi et al., 2017; Whitehill et al., 2014), and they were 
concerned about how the e-learning system can perceive their engagement. 

This thesis conceptualized engagement as behavioral engagement judged by 
external observers such as human or automatic AI models. A machine learning method 
based on computer vision imitates a teacher who observes students’ behaviors. However, 
it should be noted that it is difficult to divide the different types of engagement since 
their definitions are overlapped and are highly related to each other(Fredricks et al., 
2004). For example, students who behave to pay attention to learning task is usually 
effortful and tend to be good at self-regulation, whose behaviors are seen as 
behaviorally engaged and cognitively engaged. Besides, previous research showed that 
engagement is not a stable predictor of student learning performance since many factors 
affect engagement, and students might use self-regulation strategies to regulate their 
effort to engage in learning(Li et al., 2021). This motivated this thesis to investigate 
other learning states by learners’ interactive behavior with ITS when puzzling with the 
learning task. 
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1.2 Help-seeking Behavior  
    Research suggested that help-seeking behaviors are related to self-efficacy, gender 
difference, or social skills(Ryan et al., 1998; Ryan et al., 1997), and their academic 
performance can be enhanced since they ask for more help when they use online 
learning systems (Bartholomé et al., 2006; Broadbent, 2017; Roll et al., 2011). 

Learning with an intelligent tutoring system usually happens when a student is 
alone and apart from a real human teacher in long-distance learning or taking video-
based lectures. Keep asking questions when students face difficulties is beneficial for 
students learning. In addition, although research revealed that using metacognitive 
feedback as a hint can motivate students to seek help actively, they only provide a hint 
after students have an error(Roll et al., 2011). It might be a trade-off that if students are 
hesitant to seek help and take fewer actions since they are afraid of making mistakes, 
they will get fewer hints than other actively engaging students, eventually affecting 
their learning performance. Research showed that students with insufficient 
metacognitive skills might wait too long to seek help since they cannot monitor their 
learning self by themselves(Aleven & Koedinger, 2000).   

However, the reasons preventing students from asking for help are that they are 
learning alone in e-learning and will not be able to or willing to verbally talk to ITS, 
which is probably not equipped with a natural language processing function. In those 
cases, an ITS containing computer vision functions should solve that problem because 
it can observe students learning through videos if learners trust and allow the system to 
take their facial video to help them monitor their learning. Besides, when students learn 
alone, systems log such as the behavior of clicking on buttons, typing on blanks, or the 
like can be recorded for learning analysis. 

In this thesis, the help-seeking behavior is defined by the system. I designed a hint 
button that allows learners to inquiry without a human teacher companion. During 
problem-solving, learners might have some difficulties. The hint buttons aim to fulfill 
learners’ needs to ask for help, facilitate their learning motivation, and improve their 
learning performance. The ITS designed will be explained in the next chapter. 
 

2. The potential measurements and computer vision 

To make an ITS automatically provide learning support, an automatic function to 
detect learners’ mental state is crucial. This thesis focuses on the two mental states, 
including the engagement and the help-seeking states. The measurements of the mentals 
states include subjective and objective when the measurement is by self-report or 
equipment.  

For example, for measuring engagement, there are several methods to conduct data 
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pre-processing. Although self-report and questionnaires are commonly used in 
measuring engagement, some objective techniques are proposed by research. The most 
widely used method for automatic detecting engagement is the method of machine or 
deep learning(Karimah & Hasegawa, 2022), which requires feature extraction before 
training models. For example, students’ behaviors record, such as dialogues between 
students and ITS(D'Mello et al., 2007), reading pattern(Mills et al., 2014), and prosodic 
data from students’ speech(Pellet-Rostaing et al., 2023), can be used as features to 
predict students’ emotional states or engagement. 

On top of that, facial features, including facial expression, gaze, and head pose, 
are revealed as applicable data(Dragon et al., 2008; Kato et al., 2022a, 2022b; Miao et 
al., 2022; Sato et al., 2022; Shioiri et al., 2021). Researchers also applied this approach 
to different learning tasks, such as taking video lectures(Kawamura & Murase, 2020; 
Miao et al., 2022; Son et al., 2020) or doing mental calculations (Kato et al., 2022a, 
2022b). The facial features can be extracted as low-level features, including low-
dimensional geometry and appearance descriptors such as head nodding or 
smile(Karimah & Hasegawa, 2022; Pellet-Rostaing et al., 2023). High-level features of 
facial features are extracted by aggregating low-level features, such as facial action 
units (FAUs), which are also the most used in automatic facial detection research. FAUs 
encode facial muscle movement by Action Unit (AU) codes(Zhi et al., 2020). 
Furthermore, OpenFace(Baltrusaitis et al., 2018), an open-source software, is 
conveniently used to analyze and extract facial features, including facial landmarks 
coded by AU, head pose, and gaze.   

To the best of my knowledge, there is no research focusing on detecting help-
seeking behavior by learners’ behaviors, self-report, and facial expressions. In a real 
classroom, learners are able to ask questions if they want. Researcher is easy to track 
their inquiry behavior. However, in an e-learning environment, if the system does not 
provide a user-friendly environment to ask question, learners cannot ask question even 
if they want to do that. This thesis tried to challenge this situation. Based on the various 
results of estimating the engagement state, this thesis used facial video and extracted 
features from the face, head, and gaze to estimate learners’ mental state.  

The advantages of the computer vision methods allow us to develop a tool to apply 
in a large scale. The invasive method by using a web camera would not bother learners 
when they are learning. Although learners might intently behave well in front of the 
camera, they still finally ignore the camera when the time goes by. Especially in 
nowadays, many online classes are developed, and the video quality of web cameras is 
also upgrading. Therefore, it can be believed that the utilization of a web camera can 
be more benefit to education than ever before. This dissertation was conducting in the 
early-2020s, the generation of COVID-19. I believe that this research also has 
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contribution in the blooming of the e-learning after the pandemic. Furthermore, the 
features of the machine learning modeled not only from the facial video, we further 
investigate if the machine learning methods can be applied to a questionnaire data. 
Therefore, the application can have a variety range that contains not only about 
computer vision, but also about social psychological studies which are taken by 
questionnaire survey. 

 

3. The structure of this thesis 

This thesis focuses on the mental states estimation, and focuses on the invasive 
measurement of facial video taken by a web camera. 

There are many results suggested that facial expression is useful to estimate 
learners’ learning states as mentioned (Shioiri, et al, 2021; Sato, et al., 2022; Miao, et 
al, 2023; Kato, et al., 2022). I also have several results on using facial expression to 
estimate learners’ mental state (Wang, et al, 2022; Wang et al, 2023).  

First of all, in order to simulating an e-learning environment, I built a website as 
an intelligent tutoring system. The website integrated the real teaching experiences and 
educational theories into the system. Technically, the interactable functions allow 
learners to reflect during problem-solving, ask question if facing difficulties and 
complete the problem like a real competition. The learning task was a Linguistic 
Olympiad’s problem since it doesn’t require prior knowledge to solve the problem. Any 
bias of ability and skills was expected to be reduced in this research. On top of that, the 
function of web camera also integrated into the website and learners’ behavior are 
recorded synchronously. The videos of learners’ face are annotated by a team of labelers. 
The details are explained in the Chapter 2.  

Secondly, the Chapter 3 is the study about the estimation of the mental states on 
Japanese participants. The website was confirmed that they can solve the problem 
smoothly with it. The machine learning models include two: Support Vector Machine 
(SVM) and Light Gradient Boosting Machine (LightGBM).   

Furthermore, since we noticed that the facial expression has differences between 
different cultures, and present previous studies were focusing on single culture. This 
trigger me to explore the cultural differences. In Chapter 4, the study showed the results 
of estimating the mental states on Taiwanese participants, since the culture difference 
in individualism has a distance of one standard deviation between the two cultures. The 
study also discuss about the cultural differences and further tested on the identification 
of the two cultures to examine the differences on the facial expressions. In addition, the 
framework of the study 1 and study 2 is shown in Figure 1. The details are introduced 
in the following chapters.   
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However, the analysis in Chapter 3 and Chapter 4 were based on intra-person 
learning. That is, in the machine models, the data from the same person would be 
divided into the training and the testing data. In this thesis, we further explore the 
analysis on inter-person learning. In this approach, people with their data who are 
sampled to the training dataset would not be counted in the testing dataset. Chapter 5 
conducted the inter-person learning in both Japanese and Taiwanese dataset, and their 
engagement state and help-seeking state were estimated.  

In Chapter 6, we tried to apply the machine learning method to questionniare 
datsets which collected by a previous study. The study investigate risk perception, 
information behaviors, and protection behaviors by questionaire during severa COVID-
19 period. The previous work used four-way ANOVA to predict the psychological 
variables, which cause to the limitation of limited independent variables. Therefore, in 
this chapter, we implemented the machine learning appoarch to expand more 
independent variables as features for machine learning. 

Last but not least, the general discussion and the conclusion are given in the 
Chapter 7. The facial videos are useful for estimating the mental state, including the 
engagement state and the help-seeking state. The features extracted by facial videos, 
including Action Units, head pose, and gaze, are useful to build a machine learning 
model. However, the generalization issue still remains, for example, the people from 
western country and other mental states still needs to be explored in the future. 

 

 
Figure 1 Framework of the current data analysis. While the participants interacted with our 

website, the web camera took their facial expressions, and the videos were saved on the local 

computer. After the experiment, we extract features by OpenFace 2.0, including Action Units 

(AUs) and head pose data. In data analysis, we set up three kinds of feature sets: basic AUs feature 



Chapter 1 

8 
 

set, head pose feature set, and co-occurring AU feature set. The engagement state and help-seeking 

state are estimated by LightBGM and SVM models. 
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Chapter 2: From an Intelligent Tutoring System to Human 

Judgements 

1. Webpage design 

The current research used a website to simulate an intelligent tutoring system as our 
experimental environment, which can be accessed on the Internet(Wang, Nagata, et al., 
2023). On the website, several interactive functions help students complete the 
problem-solving task of linguistics. Participants can draw different colors on the words 
of sentences to categorize them, and they can use the blank table to summarize their 
analysis. Participants can utilize these functions to help them solve the problem 
smoothly.  

In addition, the website also provides several hint buttons for the participants. Those 
hint buttons provide hints based on the principles.  

In addition, it has been shown that hints provided by ITS are usually beneficial for 
students(Aleven et al., 2016b). In the current study, we proposed a website as a 
simulating ITS prototype, which can monitor learners’ engagement and provide 
interactions with feedback hints for learners. In an e-learning environment, students 
might face questions about learning content, boredom with online classes, or other 
things that frustrate learning. Research also indicated that making students perceive 
effectiveness during online learning will reduce cognitive fatigue and mind-wandered 
behavior(Hong et al., 2022). Considering the problem, using digital technology with 
interaction should be a solution to let students engage more in learning(Ha & Im, 2020).  

An intelligent tutoring system commonly provides feedback and hints to help 
students. Specifically, ITS can provide two categories of hints: bottom-out hints and 
principle-based hints. Bottom-out hints almost point out the final answer to learners, 
whereas principle-based ones only tell learners the principles related to the problem. 
Both hints won’t tell learners the definitive answer. For analysis, to what extent the 
student understands the learning content relies on learners’ “self-explanation,” which 
indicates the process that learners can obtain the skills and knowledge during learning 
by explaining the principles of content in their mind(Aleven et al., 2016b). In addition, 
the interaction between students and the system creates an environment that enables 
students to clearly understand their learning process will help scaffold their mindset of 
the learning contents rather than passively waiting for the teacher’s 
instruction(Jonassen et al., 1998).  
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Participants can click the hint buttons if they need help. After the button is clicked, 
the hints will be shown on the website unless the button is clicked again. Participants 
can solve the question considering hints. They are asked to finish ten questions on the 
website with ten blanks they need to fill in. After they finish the problem set, they can 
submit their answers via the website. 

The website is mainly written in a JavaScript library called “jsPsych” (de Leeuw, 
2015), which is user-friendly for psychological experiments on web pages. Their time 
completing the problem, logs of clicking the buttons, and answers are recorded. The 
website can be shown in Japanese or Traditional Chinese depending on the participant’s 
language. The website can be accessed on https://oooo2552.github.io/linguisticpuzzle/ . 

 
 

 
Fig. 1 The introduction of the experimental website. The Japanese and Chinese version are made 

for the experiment. The English version is not completed and only for demonstration. The 

participant will choose the language version to fit their mother tongue. 

 

https://oooo2552.github.io/linguisticpuzzle/
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Fig. 2 The Introduction of Linguistic Puzzles. Before the experiment, the participants can read the 

introduction of the problem they are going to solve. The core information in this page wants to 

convey is that to solve the problem does not need any prior language and the answer can be 

analyzed by the problem itself. 

 

 
Fig. 3 The participants will type their basic information on the website. The “ID” and the “Name” 

are only used for corresponding to the video files and the log files. In the back platform, their 

personal information would become random numbers and disconnected. 
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Fig. 4 The participants will turn on the web camera by themselves. This process make sure that all 

participants are knowing that their faces are recorded by the web camera. The camera can be 

activated by the website since I use Flask to build a Python API to connect to the web browser. It 

should be noted that, although the camera is activated by the website, the camera is run by the 

local computer and the video files are also saved in local. 

 

 

Fig. 5 The instruction of the experiment. Before the participants go to the problem-solving section, 

they will read the instructions first. This introduces about the rules and remind the participants that 

there is no time limit in the experiment. To make sure the participant read the instruction, this part 
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the button is removed, and the participants need to press the keyboard instead of clicking. 

  

 
Fig. 6 The practice problem on the website. This is a simple problem to analysis the sentences 

“This is an apple.”, “This is a banana.”, and “That is a banana.” According to these three sentences 

and the translation, we can infer how to say, “That is an apple.” If the participant feel unsure or 

need help, they can click the blue buttons, which are hint buttons. They can also highlight the 

words to help them do the analysis. This practice problem is to let the participants get familiar 

with the linguistics puzzles and the interface of the website.  

 

 
Fig. 7 After the participants finish the practice problem, they can continue to the experimental 

problem. The instruction will be showed again, they can take a rest if they need. 
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Fig. 8 In the experimental problem, the whole problem set will be shown, and the hint buttons can 

be clicked if the participants need. They can also highlight the word and utilize the table to 

facilitate their problem-solving process. The task will be further explained in the next section. 

 

2. Problem-solving task: Linguistic Olympiad problem  

The problem-solving task cited from the second problem in the International 
Olympiad of Linguistics in 2018. I used the actual problem set used in the competition. 
The problem set has several language versions. Therefore, the narratives of questions 
and the answers are not controversial but fair to solvers who speak different mother 
tongues. Besides, in a real competition, five problem sets will usually be given, and the 
challengers should finish all the problem sets within 6 hours. Considering the 
experimental settings, it can be assumed that our participants could complete one 
problem within 72 minutes. 

  I have 3-year experience training students to participate in the Linguistic Olympiad 
exam. She also has experience teaching a national representative team from Taiwan and 
Hong Kong. The problem of Linguistic Olympiad exam is designed for 13-18 high 
school students. Although solving this problem doesn’t need prior knowledge, linguistic 
knowledge still helps solve the problems quicker. As for the experiment, an actual 
problem from the Linguistic Olympiad is used, and some hints to help our participants 
solve the problem based on our teaching experiences and linguistic knowledge are also 
provided on the website. In other words, our hints are based on principles expected to 
help students learn better. Besides, even if our participants are undergraduate students, 
they still might struggle to solve the problem since they are beginners.  
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Fig. 9 The original problem sheet of the second problem in the International Olympiad of 

Linguistics in 2018 

 
 

3. Users’ Behavioral Data 

Due to technical problems, we deleted the data of 4 Japanese participants and 1 
Taiwanese participant. In sum, the total numbers of participants, which allows us to 
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calculate their score and completion time, are 9 Japanese and 21 Taiwanese participants. 
We use a t-test to compare these two groups of participants and Pearson’s correlation to 
examine the correlation between behaviors. The significant level is α=0.05. 

The average time to complete the problem was about 50 minutes (the longest: 87 
minutes; the fastest: 18 minutes). The completion time of the linguistic problem task is 
not significantly different (t(28)=0.80, p=0.40) from Japan’s samples (M=46, SD=16.07) 
and Taiwan’s samples (M=50 min, SD=18.51).  

The score of all correct would be 20 points consisting of 10 questions with 2 points. 
The average score is 14 points (the highest: 19; the lowest: 9). The score is not 
significantly different (t(28)=0.89, p=0.38) from Japan’s samples (M=14.88, SD=2.08) 
and Taiwan’s samples (M=14.14, SD=2.05).  

The average clicks of the hint buttons were 35.53 (the most: 78 times; the least: 7 
times). The score is not significantly different (t(28)=0.12, p=0.89) from Japan’s 
samples (M=34.77, SD=20.12) and Taiwan’s samples (M=35.86, SD=20.84).  

No significant correlation was found between the score and completion time (r=0.28, 
t(28)=1.51, p=0.41), and no significant correlation was found between the score and 
clicking times (r=0.30, t(28)=1.65, p=0.11). The correlation plot is shown in Fig. 10 
and Fig. 11. However, there is a significant correlation between the completion time 
and the clicks of the hint buttons (r=0.53, t(28)=3.21, p < .05). The correlation plot is 
shown in Fig. 12. 

This indicates that the hints we designed can help students to some extent. The results 
suggest that the much time the learners spend on the website, the more times they will 
click on the hint buttons. Besides, the results still show a positive trend of the correlation 
the significance was not showed might due to the sample size of the participants.   
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Fig. 10 Correlation between score and completion time. 

 

 
Fig. 11 Correlation between score and times of clicking the hint buttons 
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Fig. 12 Correlation between score and times of clicking the hint buttons. (p<0.05) 

 
Furthermore, the behavioral data between Taiwanese participants and Japanese 

participants did not have significant differences. The results showed that the website 
we used is no bias for different cultures’ participants. The further comparison will be 
explained in the Chapter 4. 

 
 

 
Fig. 13 The behavioral data of Taiwanese participants and Japanese participants 
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4. Data Annotation of Engagement State 

Our rating standard is the same as the previous study, and the engagement levels are 
rated from 1 (Not engaged at all) to 4 (Very engaged) (Whitehill et al., 2014). The detail 
is as follows (cited from Whitehill et al. on page 89(Whitehill et al., 2014)): 

1: Not engaged at all – e.g., looking away from the computer and obviously not 
thinking about the task, eyes completely closed. 

2: Nominally engaged – e.g., eyes barely open, clearly not “into” the task. 
3: Engaged in the task – a student requires no admonition to “stay on task.” 
4: Very engaged – a student could be “commended” for his/her level of 

engagement in the task. 
Labelers were instructed to label the videos with “How engaged does the participant 

appear to be.” Our labelers have teaching experiences ranging from 0 to more than six 
years, including tutoring as a home teacher, online foreign language teacher, and in-
person small class teacher. They labeled the participants as an external observer, and 
they all followed the manual (Appendix A.). 

The details of all participant’s annotation results are showed as following. The 
participants of the experiment of this research are 13 Japan’s students and 21 Taiwan’s 
students. However, the 4 of Japan’s students did not complete all experiment task, and 
1 of Japan’s student’s video was broken, so their data was not counted in the analysis. 
The details of participants will introduce in Chapter 3 and 4. 
 
Table 1 The results of the Japan’s participants (n=12) 
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Table 2 The results of the Taiwan’s participants (n=21) 
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The overall annotation results are shown in Fig. 14 and Fig. 15. Every participants’ 
engagement are average by different labelers of annotation. Besides, the values of kappa 
were 0.21 for Japan’s participants and 0.23 for Taiwan’s participants, which both were 
fair agreement. 
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Fig. 14 The annotation results of Japanese participants. The horizontal axis showed the 12 

participants, the vertical axis showed the levels of engagement, and the color of the bars showed 

different labelers. 

 
 

 
Fig. 15 The annotation results of Taiwanese participants. The horizontal axis showed the 21 

participants, the vertical axis showed the levels of engagement, and the color of the bars showed 

different labelers. 

 

 
   Last but not least, the correlation of the engagement score and the problem-solving 
score has no significant relationship (r=-0.1, t(28)=-0.58, p=0.71). The results showed 
in This result suggest that the learning performance is not highly correlated to the 
engagement. One of the reason is that the engagement score are the mean of all videos 
of a certain participant. However, a person might adjust their engagement resources 
during learning to save the cognitive loading. That is, their intensity of engagement 
might be changed during time pass by. The result motivated to us that the contribution 
of this thesis is to find out the mental state of the student. As this thesis aims to estimate 
learners’ engagement states and help-seeking states, the little scale of learners’ learning 
behaviors but large scale of data training are expected to explore the issue that what is 
the crucial key to influence learners’ learning performance. For the aspect of the 
supporting learning system, we would not average the data, but we can use narrower 
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time window to estimate their learning behavior.   
 

 
Fig. 16 Correlation of score and mean of engagement.
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Chapter 3: Study 1: Predicting learners' engagement and help-

seeking behaviors in an e-learning environment by using facial and 

head pose features 

 
Keywords: Machine learning, Facial expression, Hint processing, Action Units, 
Engagement, Help-seeking 
 

1. Introduction 

During the COVID-19 pandemic, many schools and universities developed online 
and on-demand lectures. Regardless of whether teachers and students are e-learning 
adopters, all of them by now have learned how to use technologies to teach and learn 
when most classes are online. Unlike traditional face-to-face classes, teachers have 
difficulty tracking students’ mental states in e-learning environments. Students often 
have difficulty focusing throughout a lecture, and mind wandering likely occurs when 
they lose attention(Edyburn & Development, 2021; Risko et al., 2012), which is 
detrimental to learners’ understanding of lecture contents (Hong et al., 2022). Besides, 
unlike face-to-face classes, online classes lack interactions with teachers. While 
learners might still face difficulty in classes, they cannot ask questions about content as 
easily, which will frustrate their learning. While monitoring learners’ engagement is the 
target in many of the studies, the intention of seeking help is another important aspect 
of education betterment. 

Digital technologies with interaction could help students to engage more in 
learning (Ha & Im, 2020). An AI-support e-learning tool called an intelligent tutoring 
system (ITS) has been investigated in educational research (Aleven & Koedinger, 2000; 
Aleven & Koedinger, 2002; Tang et al., 2021) with different subjects, such as science 
and languages (Graesser et al., 2018). According to a systematic review, a typical ITS 
is equipped with artificial intelligence techniques that deliver adaptive guidance and 
instruction, evaluate learners, define their models, and classify or cluster learners 
(Mousavinasab et al., 2021). One crucial advantage of ITS is providing hints, which is 
known to benefit learners(Aleven et al., 2016a). 

The current study aims to investigate methods that automatically predict learners’ 
mental states of engagement and help-seeking. In face-to-face classes, teachers and 
students can communicate through non-verbal information, such as eye contact, body 
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language, and verbal information. Teachers could detect learners who have trouble 
understanding the learning materials from non-verbal communication and take care of 
them in the classroom. However, teachers’ skills of detection and support do not work 
in e-learning with ITS. Thus, the current study aims to extract non-verbal information 
from learners’ facial images from video recordings. Furthermore, we focus on 
developing a method using machine learning models to make an ITS detect mental 
states automatically. For this purpose, we designed a website to simulate an ITS 
prototype, which provides interactions by giving hints to learners. We also used it to 
collect data on learners’ behaviors and facial information. 

 

2. Research Review 

2.1 Estimating engagement levels using facial expressions 
Engagement is a term used with different meanings in different contexts; for 

example, engagement in human-computer interaction research is considered as how 
users engage in using technology (O'Brien & Toms, 2010). On the other hand, 
educational research pointed out three aspects of engagement: emotional, behavioral, 
or cognitive (Fredricks et al., 2004). Emotional engagement describes positive or 
negative reactions to education environments, and behavioral engagement is 
involvement in learning, such as attention, concentration, asking questions, and 
contributing to class discussion. Cognitive engagement is a psychological investment 
in learning, such as planning, monitoring, and evaluating cognition. In the education 
studies focusing on emotional engagement (Karimah & Hasegawa, 2022), well-
established emotion models such as Ekman’s basic emotions (i.e., anger, surprise, 
disgust, enjoyment, fear, and sadness (Ekman et al., 1978; Kouahla et al., 2022) or 
positive or negative valences models are used to classify emotional features to estimate 
engagement (Elbawab & Henriques, 2023). Some other studies evaluated behavioral 
engagement (Bosch & D'Mello, 2021; Monkaresi et al., 2017; Whitehill et al., 2014) 
and investigated learners’ engagement levels by appearance. In contrast, a study on 
problem-solving tasks concerned cognitive engagement and estimated engagement 
levels given by self-report from the participants (Li et al., 2021).  

Our interest is in behavioral engagement to investigate the method to estimate 
learners’ engagement states for learning. Some research used learners’ log data of 
involvement and interaction with course material to predict their engagement by using 
machine learning or deep learning methods (Ayouni et al., 2021; Hussain et al., 2018; 
Sghir et al., 2023; Wang, 2019). On the other hand, it has also been shown that 
engagement can be predicted based on facial expressions, such as extracting AUs and 
head pose with open-source software, OpenFace (Baltrusaitis et al., 2018), is applicable 
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to estimate engagement level (Betto et al., 2023; Bosch & D'Mello, 2021; Kato et al., 
2022b; Li et al., 2021; Miao et al., 2023; Sato et al., 2022; Shioiri, 2022). Log data of 
interaction activities from learners relies on a built system to track student behavior. 
However, the advantage of using an appearance-based method, such as video analysis, 
is that it requires no special equipment other than a camera. Since only a camera is 
required, a wide range of applications can be expected. Therefore, this current study 
also attempted to build a model that used facial images to predict engagement levels. 

 
2.2 Help-seeking Behavior in Intelligent Tutoring System 

Another highly-relevant mental state when learners require help (i.e., help-seeking 
state), such as when learners are stuck in a thought loop, is essential to increase the 
learning benefit. Asking questions when students face difficulties is beneficial for 
learning if answers or hints are given, even from a computer. We investigate the help-
seeking state in addition to the engagement state as students’ academic performance is 
generally enhanced by asking for help in online learning (Bartholomé et al., 2006; 
Broadbent, 2017; Roll et al., 2011). In a real classroom, some students may hesitate to 
ask questions because of their low academic self-efficacy or because they feel threats 
from peers or teachers(Ryan et al., 1998; Ryan et al., 1997). A potential benefit of using 
an intelligent tutoring system (ITS) is that students usually learn alone without the 
presence of human teachers or peers, creating a safe and comfortable environment. 

There are several methods to provide help in ITSs. A typical method is for the 
system to offer a hint as help after learners have an error or when they inquire about a 
hint(Aleven & Koedinger, 2002; Roll et al., 2011). Another approach uses 
conversational agents to improve learning (Graesser et al., 2017), such as an ITS with 
a natural language process (NLP) to provide hints and feedback when a learner verbally 
asks for help (Graesser, 2016). Providing a hint automatically helps learners with 
insufficient metacognitive skills, particularly because they might wait too long to seek 
help due to their lack of ability to monitor their learning process (Aleven & Koedinger, 
2000). There is also an approach to using a robot to help learners with step-by-step hints 
during problem-solving tasks by generating conversations with learners(Wang, 2020). 
All the methods mentioned above determine the timing for an ITS to provide help 
depending on verbal conversations between the systems and users. 

To detect a need for help before a verbal request, an ITS needs a function to detect 
the learners’ mental state of help-seeking with exclusive non-verbal information. The 
current study examines whether ITSs utilizing computer vision tools could achieve this 
goal with the learners’ facial videos. To the best of our knowledge, there are only limited 
investigations of help-seeking behavior during learning, and none was able to provide 
hints before an error or a request detection, except for our preliminary report at a 
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conference (Wang, Nagata, et al., 2023). We attempted to predict the help-seeking state 
before an act of inquiry, and our machine learning model can predict that with 85% 
accuracy. Based on the previous success, the current study is an elaborated study with 
a comprehensive analysis, including the engagement estimation and more feature 
importance analysis than the previous one. 
 

2.3 Current Study 

The purpose of the current study is to examine whether features from facial videos 
can be indicators of the two mental states: engagement and help-seeking. For this 
purpose, we recorded the participants’ facial expressions when they attended our 
learning experiment, a linguistic puzzle chosen from the Linguistic Olympiad’s 
problems. The experiment did not require prior knowledge to solve the problem (Amaro, 
2016; Hudson & Sheldon, 2013).  

In summary, the research questions of the current study are: (RQ1) Can a machine 
learning method estimate learners’ engagement from facial features and head poses 
obtained by a video camera? (RQ2): Can a machine learning method predict learners’ 
struggles or help-seeking during learning? For both questions, the results showed that 
the face images taken by video are useful. 

 

3. Methods 

3.1 Participants 
We recruited nine students (1 female) from Tohoku University as participants. Their 

average age was 22.78±1.20. All of them participated voluntarily in the experiment. 
They do not have any Linguistics Olympiad experience, and none of them majored in 
linguistics and other related fields.  

 
3.2 Materials  

3.2.1 Linguistic Olympiad problem 

The task was to solve the second problem set in the Japanese version of the 
International Olympiad of Linguistics (IOL) in 2018, which consisted of 10 questions 
in total. Participants read ten translation pairs between an unknown language and 
Japanese, and learned to deduct the corresponding terms between the two languages. 
All the participants are new to IOL, and their majors are not in linguistics, literature, 
foreign languages, or other related fields. The task provided a fairground to ensure all 
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participants’ starting points were identical. In addition, studies using similar problems 
reported that learners usually enjoyed solving the problem (Wang, 2020; Wang, Nagata, 
et al., 2023).  

 

3.2.2 Webpage design 

The current study used a website (Fig. 17), which we made for the experiment as an 
intelligent tutoring system written in a JavaScript library called “jsPsych” (de Leeuw, 
2015). We made a video recorder using a Python program with a web camera, which 
set the resolution of the videos to 640 × 480 pixels with a sampling rate of 20 Hz. The 
website recorded the completion time of the problem, logs of clicking the buttons, and 
answers during the experiment. 

The website has several interactive functions to help learners solve the problem. 
Participants can use colors to categorize words in different sentences and use a table to 
summarize their analysis. Most importantly, the website also provides several hint 
buttons for the participants. Participants can click buttons for a hint when they need 
help. After the button is clicked, the hints will appear and stay on the website till the 
button is clicked again to remove it. After answering the questions, participants can 
submit their answers via the website. 
 

 
Fig. 17. The demonstration of the experimental webpage interface. Note: The screenshot shows a 

simple question to analyze Japanese; this demonstrates a practice session for participants to 

familiarize themselves with the website. The palette will show when users click on the words. The 

hint buttons are blue, which provide principle-based hints after clicking. 
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3.3  Procedures 
The experiment started after participants clicked to select the language they used. 

Then, the webpage showed texts on the screen explaining the introduction of Linguistic 
Olyampaid, and this problem would not require previous knowledge of the target 
language, which means that all necessary information would be in the problem itself. 
Explanation of hints followed, saying participants can obtain hints by clicking hint 
buttons. After the introduction, the participants filled in basic information such as 
gender and age and clicked a button to turn on the web camera to start recording their 
faces throughout the experiment.  

The participants were given a simple linguistic problem to solve in the practice 
session, aiming to familiarize participants to interact with this website and the task. 
Then, they started the experimental session after a short break if needed. There was no 
break during the experiment session, and the participants were allowed to solve the 
problem at their own pace. There was no time limit in the experiment session, and the 
experiment ended when the participants finished answering all the questions. They were 
instructed to avoid actions that would frame out from the face recording camera, such 
as unnecessary head and body movements while solving the problem. 

The Ethics Committee of the Research Institute of Electrical Communication, 
Tohoku University, approved this study. 
 
3.4 Mental States Categorization 

To build models to estimate mental states, we must establish a ground truth first. The 
current study treats the two mental states independently. For example, the same frames 
of facial video can represent both a high engagement and a help-seeking state. For 
labeling the engagement states, we used subjective judgments from a team of four 
labelers from Tohoku University with varied nationalities: Japanese, Rumanian, and 
Chinese. We provided the labelers with an instruction manual beforehand, explaining 
how to label engagement based on the participants’ facial appearances (see appendix).  

The labelers used an annotation software, VGG Image Annotator (VIA) (Dutta & 
Zisserman, 2019), to rate the engagement by selecting one of four levels. They 
performed annotation when the videos continuously played, but they could pause the 
video when necessary. Each labeler annotated the nine participants’ videos for the 
whole experiment session. A previous study rated each piece of a 10-second video clip 
by a score since they had a technical constraint (Whitehill et al., 2014). However, we 
can conquer the technical issue in this current study thanks to the annotation software. 
We did not opt to have a single number to an entire clip because the software we used 
here helped us precisely rate engagement states flexibly and simply. 

Labelers were instructed to rate the face in videos: “How engaged does the 
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participant appear to be.” The engagement levels were rated from 1 (Not engaged at 
all) to 4 (Very engaged), following the previous study(Whitehill et al., 2014). The 
annotation scores were averaged over four labelers in every frame. The inter-rater 
reliability estimated by Fleiss Kappa was κ= 0.22, suggesting a fair agreement of 
judgments across labelers (Landis & Koch, 1977). To have two categories with a similar 
number of samples, we divided the data into high and low levels of engagement, 
thresholding at the score of 3 (high >=3 and low<3). The high and low engagement bins 
were 54407 (42.4%) and 40082 (57.6%) respectively.  

To define help-seeking states, we used moments of button clicks recorded by the 
website. Since participants needed reaction time after the moment of a help-seeking 
decision, we defined the time interval between 4 to 1 second before the moment of 
clicking as the period of the help-seeking state. We discarded the time interval between 
1 to 0 seconds right before the moment of clicking because the clicking behavior itself 
might influence the facial behavior. A 3-second interval was chosen because some pilot 
attempts yielded better predictions for help-seeking with the basic action units (AUs; 
the details are described in the next section) than 10s and 15s intervals. In contrast with 
the help-seeking state, we defined the rest of the time as a “working state,” indicating 
learners are working on the problem. We randomly chose 3-second intervals from the 
“working state” to analyze equivalent data for the working and the help-seeking states. 
There are 758 samples of the help-seeking state (48.8%) and 794 samples of the 
working state (51.2%). Although we sampled the working state with the same number 
as the number of clicks, some clicks were too close to separate. Since the frames were 
overlapped, the samples of the help-seeking state are less than the working state. 

 
3.5 Facial Feature Extraction 

We used OpenFace 2.2.0 to extract the participants’ facial features (Baltrusaitis et 
al., 2018) from each video frame. The positional changes of facial landmarks, such as 
the boundaries of eyes, eyebrows, and mouth, are used by OpenFace to evaluate the 
degree of facial muscle activity, i.e., Action Units (AUs) (Ekman et al., 1978). 
OpenFace uses two types of indexes to indicate the strength of AUs. One is the presence 
of features (0 and 1), used for all 18 AUs (Table 3), and the other is the intensity, 
expressed by continuous numbers between 0 to 5, used for 17 AUs, except for AU45. 
OpenFace also extracts head pose parameters, including the three coordinates 
indicating the head’s location and the head’s rotation angles: pitch, yaw, and roll. 

As for eye gaze direction vector in world coordinates, the left eye and right eye 
are recorded in x, y, and z axes (6 types). The values were normalized by OpenFace. 
Besides, the eye gaze direction in radians in world coordinates averaged for both eye. 
An individual looking lef-right and up-down (2 types) will result in changes of the 
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values. The Gaze features have 8 types.  

 

Table 3. Description of 18 AU features that OpenFace can extract 

AU Description AU Description 
1 Inner Brow Raiser 14 Dimpler 
2 Outer Brow Raiser 15 Lip Corner Depressor 
4 Brow Lowerer 17 Chin Raiser 
5 Upper Lid Raiser 20 Lip stretcher 
6 Cheek Raiser 23 Lip Tightener 
7 Lid Tightener 25 Lips part 
9 Nose Wrinkler 26 Jaw Drop 
10 Upper Lip Raiser 28 Lip Suck 
12 Lip Corner Puller 45 Blink 

 
   We used three feature sets following the previous studies (Bosch & D'Mello, 2021). 
The first one is the Basic AU feature set. It has 35 AUs with six descriptive statistics, 
including mean, median, standard deviation, minimum, maximum, and range (which is 
the difference between maximum and minimum) every ten frames (0.5s), resulting in 
210 AU features (6 indexes × 35 AUs). The second one is the Head Pose feature set. It 
has head pose features, including three coordinates and three rotation angles 
summarized with six descriptive statistics every ten frames (0.5s), which yielded 36 
head pose features (6 indexes × 6 head poses). The third one is the Co-occurring AU 
feature set. It has combinations of every intensity AU pair. We estimated AU co-
occurrences using Bosch and D'Mello’s method and equations (Bosch & D'Mello, 
2021). The Co-occurring AU feature is based on the similarity between two AU’s 
distribution within 0.5s using Jensen-Shannon divergence (JSD), which measures the 
symmetric relationship between AUs. To be specific, JSD Equation (1) is an extension 
of Kullback-Leibler divergence (KLD) Equation (2), which measures the information 
lost by using a prior distribution Q to approximate a posterior distribution P, given 
probability density functions p and q for P and Q respectively. In our case, p and q are 
given by two AU distributions, and we computed 136 JSD features, including all 
combinations of 17 AU intensities. The Gaze features has 8 gaze indexes and 
summarized in meand and standard deviation every ten frames (0.5s), restulsting in 16 
Gaze features. 
 

𝐾𝐿𝐷(𝑃||𝑄) = ∫ 𝑝(𝑥) 𝑙𝑜𝑔
𝑝(𝑥)

𝑞(𝑥)
d𝑥

∞

−∞

 (1) 
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3.6 Machine Learning Models 
  Fig. 18 shows the framework of the analysis with a Machine Learning technique. We 
used LightGBM (Light Gradient Boosting Machine) (Ke et al., 2017) to model how to 
predict mental states from facial features. LightGBM is built in a gradient-boosting 
framework that uses tree-based learning algorithms and is known as a fast method for 
training. We also used the Support Vector Machine (SVM) as a comparison since 
previous studies showed that SVM performs better than other models, including Naïve 
Bayes, k-NN, Random Forest, DNN, etc., for face image analysis (Bosch & D'Mello, 
2021; Li et al., 2021). We trained these two models for three feature sets (Basic AUs, 
Head Pose, and Co-occurring AUs) to predict the engagement and help-seeking states 
separately. The models are evaluated by 5-fold cross-validation, where 80% of data 
were used for training and 20% for testing. Random selection divided data into five 
groups after pooling results from all participants. 

We used three indexes for the model evaluation, following the previous 
studies(Bosch & D'Mello, 2021; Li et al., 2021): Area Under the curve (AUC) of 
Receiver Operating Characteristic (ROC), the F1 score, and the rate of correct 
judgments. The ROC curve connects points with coordinates of false positive and true 
positive with variable classification threshold. AUC varies between 0.5 (random 
classification, straight line connecting (0,0) and (1,1)) and 1 (perfect classification, the 
line connecting (0,1) and (1,1)). The F1 score is the harmonic mean of precision (the 
rate of true positive against positive data) and recall (the rate of true positive against 
positive responses). Accuracy is the proportion of frames classified in the correct label 
in all classified frames. 

To explore the importance of each factor to the LightGBM prediction results, we 
used an analysis called SHapley Additive exPlanations (SHAP) (Lundberg et al., 2019), 
which was widely used (Ikeda et al., 2022; Miao et al., 2023) and known for its strength 
in estimating feature importance in prediction and identifying the most important 
feature (Belle & Papantonis, 2021). Among five validations, we calculated SHAP 
values for the Basic AUs and Head Pose feature sets with the highest predictive capacity 
(highest AUC). 
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Fig. 18. Framework of the current study. While the participants interacted with our website, the web 

camera took their facial expressions, and the videos were saved on the local computer. After the 

experiment, we extract features by OpenFace 2.0, including Action Units (AUs) and head pose data. 

In data analysis, we set up three kinds of feature sets: Basic AUs feature set, Head Pose feature set, 

and Co-occurring AUs feature set. The engagement state and help-seeking state are estimated by 

LightBGM and SVM models. 

 

4. Results 

4.1 Behavioral Results 
The average time to complete the problem was about 46.0 minutes (the longest was 

75.6 minutes; the shortest was 31.4 minutes). The average number of hint button clicks 
was 34.8 (varied between 13 and 78 times). The perfect score was 10 points, with one 
point for each of the ten questions. If the answer included grammar errors, the score 
was deducted to 0.5. The average score is 7.44 points (the highest of 9.5 and the lowest 
of 6).  

We compared the results of completion time, score, and the clicks of the hint 
buttons and found no statistical significance between them, while positive correlations 
were shown for all combinations. The Pearson’s correlation coefficient and the results 
of the statistical test of significance are shown in Table 4. Since the samples were small, 
it was hard to find statistical differences. However, the results all show a positive 
correlation between each other. They suggested that the more learners involved in the 
problem and the more they use the hint buttons, the higher the score they can get. 



Chapter 3 
 

38 
 

  
 
Table 4. Pearson’s correlation coefficient between behavioral variables and the results 
of a statistical test of no correlation. 
 Completion time Score Hint button clicks 

Completion time - - - 

Score 
0.58 

(t(7)=1.90, p=0.09) 
- - 

Hint button clicks 
0.51 

(t(7)=1.59, p=0.15) 
0.32 

(t(7)=0.89, p=0.40) 
- 

 
 
4.2 Classification of the Engagement State 

   The model performance for predicting engagements using the LightGBM and 
SVM is summarized in Fig. 19 and Fig. 21. The results for the three feature sets (Basic 
AUs, Head Pose, and Co-occurring AUs) were evaluated by F1, AUC, and accuracy. 
These values are the average values of five repetitions from the five-fold cross-
validation. The F1 was between 0.72 and 0.83, the AUC was between 0.61 and 0.87, 
and the accuracy was between 0.61 and 0.79. The results showed that prediction was 
higher than chance performance (random classification, AUC=0.5), and the facial and 
head features are useful for estimating engagements. A one-sample t-test showed that 
all AUC scores are significantly above the chance level (t(5)=5.41, p<0.05). The overall 
performance of LightGBM was significantly better than SVM (t(8)=2.64, p<0.05). The 
ROC curves shown in Fig. 21 also indicate the prediction that facial and head features 
are useful for estimating engagements. The overall performance is shown in Fig. 19 and 
Fig. 21.  

Furthermore, the complete comparison of the different feature sets also conducted. 
The details were shown in Fig. 20. In order to save training time, this part only trained 
the LightGBM models. The F1 score (F(8,36)=326.43, p<0.001), accuracy 
(F(8,36)=717.53, p<0.001), and the AUC (F(8,36)=1694.97, p<0.001) have significant 
differences. The results suggested that the head pose features are beneficial to classify 
the engagement states, and the fusion feature set of Basic AUs, Head pose and Gaze 
features was well-performed. 
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Fig. 19. Results of engagement classification. Note: the errors obtained from the standard deviations 

of the 5-fold cross-validation results, but the error bars are small and hard to see in this bar plot. 

 
 
 

 
Fig. 20 Results of engagement classification for all features in LightGBM.  
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Table 5 The Results of multiple comparison by Tukey’s HSD when estimate the engagement state 

Metrics Graph 
F1 

 

AUC 

 

Accuracy 
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  In order to understand the facial expression and the head pose. Firstly, we used SHAP 
to estimate the importance of the features in the LightGBM model with the Basic AUs 
feature set (Fig. 22). The left panel of Fig. 22 shows absolute SHAP values, which 
indicate the summarized effect from all sample points. The right panel of Fig. 22 shows 
the SHAP value (horizontal axis) and each index value (coded by color: red for higher 
value) of an estimation (data of a time bin of the test set). The SHAP result shows that 
“AU02_c_mean (outer brow raiser)”, “AU23_c_mean (lip tightener)”, and 
“AU04_r_mean (brow lowerer)” are the top three important AU indexes in the model 
and that the first two are correlated positively, and the third one is done negatively. 

The importance of the features in the LightGBM model with the Head Pose feature 
set was also calculated by SHAP. The results showed that “pose_Tx_min,” 
“pose_Tz_min,” and “pose_Ty_max” are the top three important head pose features in 
the model. It suggested that the location of the head with respect to the camera was 
important. 

 

 
Fig. 21. ROC curve results of high/low engagement classifications by LightGBM and SVM model 
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on three feature sets (Basic AU, Head Pose, and Co-occurring AUs) 

     

 
Fig. 22. SHAP summary plot of LightGBM classifying engagement state by Basic AU feature set. 

The suffix of the features indicate which statistics we calculated; “min” indicates minimum; 

“max” indicates maximum. Besides, “r” indicates the intensity of the AU; “c” indicates the 

presence of the AU. 

 

 
Fig. 23. SHAP summary plot of LightGBM classifying engagement state by Head Pose feature set. 

The suffix of the features indicate which statistics we calculated; “min” indicates minimum; 

“max” indicates maximum. Besides, “Tx/Ty/Tz” indicates the location of the head with respect to 

the camera in millimeters (positive Z is away from the camera); “Rx/Ry/Rz” indicates rotation that 

in radians around X, Y, Z axes, which can be seen as pitch, yaw, and roll separately (left-handed 

positive sign). 

 
4.3 Classification of the Help-seeking State 

We also used three feature sets, basic AUs, head pose, co-occurring AUs, and two 
machine learning methods, the LightGBM and SVM models. The F1 score, AUC, and 
accuracy results were the average of the five-fold cross-validation and are shown in Fig. 
24. The F1 was between 0.52 and 0.92, the AUC was between 0.61 and 0.92, and the 
accuracy was between 0.57 to 0.92. A one-sample t-test showed that all scores of all 
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AUCs are higher than the chance level (t(5)=5.06, p<0.05). The overall performance of 
LightGBM was significantly better than that of SVM (t(8)=4.22, p<0.05). The ROC 
curves in Fig. 26 are above the chance level line except for the SVM of head pose sets.  

 
Fig. 24. Results of help-seeking state classification. Note: the errors obtained from the standard 

deviations of 5-fold cross-validation results. 

 
Furthermore, focusing on the lightGBM, we also trained the models by different 

feature sets, including gaze, BasicAU&Head Pose, Basic AUs & Gaze, Head Pose & 
Gaze, BasicAUs & Head Pose & Gaze, and Basic AUs & Head Pose & Co-occurring 
AUs. The F1 score was between 0.69 to 0.92, the AUC was between 0.78 to 0.98, and 
the accuracy was between 0.70 to 0.93.   

 

 
Fig. 25 Expanded Results of help-seeking state classification.  

    
    According to the result of one-way ANOVA analysis, there were differences 
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between F1 score (F(8,36)=120.99, p<0.001), AUC (F(8,36)=144.24, p<0.001), and 
Accuracy(F(8,36)=125.81, p<0.001) across those 9 feature sets. The multiple 
comparison by Tukey’s HSD are shown in Table 6. The feature sets of gaze and co-
occurring AUs performed worse than other feature sets. Besides, when the feature sets 
includes head pose features, the performance would become better than others. 
 
 
Table 6 The Results of multiple comparison by Tukey’s HSD when estimate the help-seeking state 

Metrics Tukey’s HSD 
F1 

 
AUC 
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Accuracy 

 
 
 

 
Fig. 26. The ROC curve results of help-seeking/working state classifications by LightGBM and 

SVM model on the three feature sets (Basic AU, Head Pose, and Co-occurring AUs) 

 
We calculated the SHAP values of the LightGBM model trained with the basic AUs 
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and Head Pose feature sets for the help-seeking state. The summary plots of the SHAP 
value are shown in Fig. 27 and Fig. 28. The figures indicate the SHAP value of the 
highest AUC classification model. SHAP analysis showed that “AU04_r_median (brow 
lowerer)”, “AU23_r_mean (lip tightener)”, and “AU14 (dimpler)” are important 
features in the Basic AU feature set for estimating the help-seeking state, whereas 
“pose_Ty_min,” “pose_Tz_mean,” and “pose_Tx_min” are important features in the 
Head Pose feature set for estimating the help-seeking state. The results of the SHAP 
analysis suggest that (1) the lower part of the face is more important in general, even if 
the top one is related to eyebrow furrowing; (2) the location of the head with respect to 
the camera is more important than the rotation of the head. 
 
   

 

Fig. 27. SHAP summary plot of LightGBM classifying help-seeking state by Basic AU feature set. 

The suffix of the features indicates which statistics we calculated; “min” indicates minimum; 

“max” indicates maximum; “std” indicates standard deviation. Besides, “r” indicates the intensity 

of the AU. 

 

 
Fig. 28. SHAP summary plot of LightGBM classifying help-seeking state by Head Pose feature 

set. The suffix of the features indicates which statistics we calculated; “min” indicates minimum; 

“max” indicates maximum; “std” indicates standard deviation. Besides, “Tx/Ty/Tz” indicates the 
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location of the head with respect to the camera in millimeters (positive Z is away from the 

camera); “Rx/Ry/Rz” indicates rotation that in radians around X, Y, Z axes, which can be seen as 

pitch, yaw, and roll separately (left-handed positive sign). 

 

5. Discussion 

We developed an intelligent tutoring system in our experiments to solve a problem 
at the Linguistic Olympiad. Using the system, the current study examined whether a 
computer system can predict two mental states from learners’ face videos during 
learning. One mental state is the engagement state, which we classified as the high and 
low engagement states. The other is the help-seeking state, which we defined four to 
one seconds before learners requested a hint. With machine learning methods, we used 
facial features and head poses extracted from videos recorded during the experiment to 
predict the engagement and help-seeking states. Results revealed that facial features 
and head poses were effective indicators for both state classifications. The overall 
prediction used LightGBM of the accuracy is higher than 70% for both. These accuracy 
scores are higher than those of previous studies for engagement prediction (Bosch & 
D'Mello, 2021; Li et al., 2021), and we extended the method to predict mental states to 
the help-seeking state. The accuracy level reached a level for classroom environments 
(Sümer et al., 2021). 

We compared the three feature sets and the two machine learning models. The 
prediction performance was better by LightGBM than SVM for all three feature sets. 
This study further compared the unimodal, bimodal, and multimodal models to build 
the feature sets. Among unimodal models, the current study suggested that the Head 
Pose feature set is the best, while the Basic AUs feature set shows similarly good 
predictions among the three feature sets. In contrast, the Co-occurring AUs and Gaze 
feature set results had lower accuracy than the other two. If facial expressions expressed 
by combinations of AUs are factors reflecting the mental states, the co-occurring AUs 
could predict mental states at least slightly better than Basic AU features. However, the 
worse prediction with the Co-occurring AUs feature set indicates that the AUs used as 
low-level features, instead of their combinations, are enough to contribute to estimating 
the mental state of engagements and help-seeking. In addition, only relying on Gaze 
features is not enough for predicting both engagement states and help-seeking states. 

As for the bimodal and multimodal models, the results suggested that if the models 
contains Head Pose features, the performance would become better than other models. 
This results suggested that to determine the behavioral performance of the learners, the 
movement and location of the head play an important roles. A previous study suggest 
that using gaze and facial expression data was useful for estimating behavioral 
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engagement (Xiao et al., 2022), but in our case, we found head pose data was more 
useful than gaze data. In Xiao et al. (2022)’s study, they did not use head pose data to 
predict engagement, but in other studies (Li et al., 2021; Sümer et al., 2021), head pose 
features were commonly used.    

The SHAP values are calculated to investigate further which features are important. 
The results showed that the brow and lower part of the face are the two most important 
features for help-seeking (Fig. 9). Several reports indicated that the brow and lower part 
of the face are related to negative feelings, even though those studies did not analyze 
AUs. For example, when people feel unsure about the problem, their lips move apart, 
and the shape of their brows changes (el Kaliouby & Robinson, 2005). Besides, people 
tend to depress their lips and furrow their eyebrows when watching videos related to 
banking, fuel, or pharmaceuticals rather than videos about pet care, entertainment, or 
baby care that let them smile more (McDuff & Kaliouby, 2017). In sum, when people 
are unsure about something or watching more serious videos, they smile less, lower 
their brows, and apart or depress their lips, which are expressions related to AU04 (brow 
lowerer), AU25 (lips part), AU26 (jaw drop) and other AUs around lips. The current 
results for help-seeking are on the same line as those from these studies. It could be the 
case that there is a typical mind process for serious and careful thinking, which is related 
to facial expressions with depressing lips and furrowing eyebrows. 

Furthermore, the effectiveness of the Head Poses feature set estimating mental states 
is consistent with previous studies (Li et al., 2021; Sümer et al., 2021). SHAP analysis 
of head poses in the current study showed that the location of the head with respect to 
the camera is important to estimate both the engagement state and help-seeking state. 
The results suggested that the head positions can determine whether a learner behaves 
well or not, such as sitting up straight in front of the monitor. Therefore, the web camera 
installed on the top of the laptop’s screen is useful to monitor learners in front of the 
screen. Besides, the important features to estimate the engagement state have more 
features related to head pitch. In contrast, the important features to estimate the help-
seeking state have more features related to head yaw. A previous study showed that 
learners concentrate or think when tilting their heads (el Kaliouby & Robinson, 2005). 
To be more specific than the previous study, this study’s results suggested that the 
features of the head’s pitch are related to engagement since they might indicate 
sleepiness and concentration. On the other hand, when learners intend to ask questions, 
a head yaw allows them to receive more information on the screen, which might help 
them solve the problem until they finally click the hint buttons.      

The current study attempted to estimate not only the engagement state, a major target 
of learning studies, but also the help-seeking state, which, we believe, is another 
important mental state during learning. As far as we know, no previous studies 



Chapter 3 
 

49 
 

compared or investigated the relationship between learners’ engagement and help-
seeking states. Our results showed differences in behavior indexes extracted from facial 
videos (facial expressions and head poses) described above. We confirmed the 
differences by applying the predicting model of engagement to help-seeking and vice 
versa. We exchanged the training and testing datasets for the purposes. That is, the 
model trained with the dataset for estimating the engagement state was used to predict 
the help-seeking state, and the model trained for estimating the help-seeking state was 
used to predict the engagement states. The results of the cross-examination are shown 
in Table 7. They show that the AUCs of all feature sets are never higher than 0.5. This 
proves that the estimations of the engagement and help-seeking states do not share the 
same processes related to facial expressions and head poses. 
 
Table 7. AUC Results of cross-validation by exchanging training dataset and testing dataset. 

 
Feature sets 

Basic AUs Head Pose 
Co-occurring 

AUs 
Training: Engagement 
Testing: Help-seeking 

0.45 0.46 0.48 

Training: Help-seeking 
Testing: Engagement 

0.47 0.47 0.48 

 
There has been an ongoing debate on whether engagement leads to learning 

performance. Some studies reported a correlation between learning performance and 
engagement (Chen, 2017; Galikyan & Admiraal, 2019; Xie et al., 2019), while others 
reported no significant correlation (Li et al., 2021; Whitehill et al., 2014). We explored 
this question with the present data. Among the participants in the current study, 
Pearson’s correlation between scores and the mean of engagement levels is not 
significant (t(7)=1.51, r=0.56, p=0.58). However, Pearson’s correlation coefficient of 
the engagement and help-seeking state is significant (t(15607)=-8.13, r=-0.065, p<0.05) 
in all 15609 frames, which we picked up for estimating the help-seeking state. The 
results suggested that the help-seeking state is related to high engagement. In addition, 
research showed that learners’ attention is greater in a real class when they can use an 
interactive device to respond to questions (Bunce et al., 2010). We can further explore 
what kinds of interaction technology affect behaviors more. However, the correlation 
results might be influenced by the amount of samples. This remains the issue for future 
research to explore other factors influencing learning performance. 

 There are two major issues that still need to be addressed for future studies in the 
current study. First, we trained machine learning models by pooling all participants’ 
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data, which did not consider individual variations. If there are large variations among 
participants, as pointed out previously (Kato et al., 2022a, 2022b; Miao et al., 2023; 
Sato et al., 2022; Shioiri et al., 2021), customizing a model for each individual is more 
appropriate. Although the estimations for group data worked well, an individual model 
still needs to be analyzed since there might be large individual differences. Second, we 
used six feature statistics, i.e., mean, median, standard deviation, minimum, maximum, 
and range. The results of the SHAP analysis showed that mean, max, min, and median 
are more important than range or standard deviation. Although using all statistics is 
likely effective, a model with one or two statistical features works similarly well 
because these statistics are dependent, or a model with more complex time series 
features (Christ et al., 2018) could show better estimation. 



Chapter 4 
 

51 
 

 

Chapter 4: Study 2: Cultural comparison on estimating learners’ 

engagement and help-seeking behaviors by facial and head features 

 

1. Introduction 

    Estimating learners’ mental states, including the engagement and help-seeking 
state, is important. Teachers manage their classes by observing students’ engagement 
levels or detecting when they need support in an online or real classroom(Atif et al., 
2020). On the other hand, learners can monitor themselves by knowing whether they 
are engaging in learning or can benefit by reducing their hesitation to ask a question. 
Although some researchers used learning system, such as Massive Online Open Course 
(MOOC) or intelligent tutoring system (ITS) with electroencephalography (EEG) and 
behavioral logs to estimate learners’ mental states (Chaouachi et al., 2019; Kim et al., 
2023; Lin & Kao, 2018), the invasive method of using a camera to capture students’ 
facial expressions and head posture is widely used (Kato et al., 2022a; Miao et al., 2023; 
Sümer et al., 2021). The rising of invasive and automated methods without additional 
devices to estimate the learners’ mental state is beneficial to education. Their 
applications have the potential to be able to implement in real-classroom and e-learning 
environments. 
    However, the research revealed that facial behaviors are different from culture to 
culture from large-scale data (McDuff et al., 2017). Therefore, the models to estimate 
the learners’ mental state by their facial expressions might be unstable due to cultural 
differences.  
    The current study used an intelligent tutoring system which was also used in the 
previous studies (Wang, Nagata, et al., 2023), and the same experiment settings were 
used on different learners in another country. The current study aims to estimate the 
learners' mental states by using their facial expressions and compare them to a previous 
study (Wang, Hatori, et al., 2023). The learners from Japan and from Taiwan were 
compared.  

2. Research Review 

2.1 Mental states estimation by facial expressions  
During learning, learners’ mental states are changing all the time, and many 

researchers tried to estimate different kinds of mental states to improve and support 
learners learning. The facets of the mental states were stressed in different research. For 
example, a study focused on the mental states, such as attention, comprehension, and 
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stress, to develop an adaptive learning system (Kim et al., 2023). Another study focus 
on the mentals states, including concentration, confusion, frustration, and boredom, to 
develop a system which can support students learning (Peng & Nagao, 2021).  

Among many kinds of the mentals state, they can be classified to positive and 
negative ones. For estimating the positive mental states, it is widely believed that the 
engagement/concentration state is essential. A systematic review pointed out that the 
journal articles about engagement estimation in educational context rapidly growed in 
around 2020s (Hasegawa et al., 2020). On the other hand, negative mental states are 
also estimated, but they have been divided into different meanings and word, such as 
confusion, frustration, boredom, stress, difficulty, etc (Hasegawa et al., 2020; Kim et 
al., 2023; Peng & Nagao, 2021). On top of that, the main purpose to estimate the 
negative mental states is to infer learners’ need and support them during learning. 
Therefore, trying to understand when learners need help by estimating their help-
seeking state is essential to reach this goal (Wang, Hatori, et al., 2023). 

To be specific, the definition of engagement from Fredricks et al. (2004) is widely 
used in many research (Karimah & Hasegawa, 2022). Behavioral engagement describe 
learners’ participation in learning task, behaviors of attention and concentration, and 
interest in activities. In contrast, help-seeking is the state of confusion, difficulty or 
frustration when a learner needs support. The current study aims to estimate the two 
mental states to understand the learning process. We believed that understanding 
learners’ engagement and help-seeking state is beneficial to learners because it would 
be like an ideal teacher who can observe students’ engagement to adjust the teaching 
strategies and detect whether they need help or not to provide them with appropriate 
education. 

As for the methods to estimate the mental states, many tools and data were used in 
research, such as EEG data(Desai et al., 2020; Lin & Kao, 2018), facial images(Bosch 
& D'Mello, 2021; el Kaliouby & Robinson, 2005; Hasegawa et al., 2020; Kaliouby & 
Robinson, 2004; Kato et al., 2022a; Miao et al., 2022; Sümer et al., 2021), blink 
rate(Ren et al., 2019) or multimodal data, including heart rate and audio data (Al-
Alwani, 2016; Kim et al., 2023; Monkaresi et al., 2017; Peng & Nagao, 2021). Among 
these data, the facial images can be obtained by a camera, which allows researchers to 
set a camera in front of learners without disturb them by setting external devices on 
their body. Besides, thanks to the development of computer vision, using facial images 
to estimate mental state by machine learning models is convenient and effective. The 
current study undertook this approach to estimate learners’ mental state. 
 
 
2.2 Cultural differences from face and their learning behavior 
   Cultural differences might be related to races. For example, a previous study, which 
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tested on Asian, Caucasian and chimpanzees, indicated that human’s perception of faces 
exist other-race and other-species discrimination (Dahl et al., 2014). However, a human 
judger can adopt the culture to reduce the discrimination on recognizing human’s 
emotions from different culture. For example, a study showed that Chinese living in 
Australia has higher ability to differentiate the emotions from Caucasian’s face than 
Chinese living in mainland China (Prado et al., 2014). Nowadays, a society with 
diversity is common, and culture is related to but not the same as the nationality or the 
race of human.  

Hofstede (2001) described culture in five dimensions: individualism, long-term 
orientation, masculinity, power distance index, and uncertainty avoidance. A large scale 
study on facial behavior of about 750,000 people from 12 countries suggested that the 
facial expression of brow furrowing expressed more on high individualism countries 
than low individualism countries (high collectivism) (McDuff et al., 2017). A meta-
analysis study related to e-learning also indicated that individualist or collectivist 
culture influence learners’ subjective norms, self-efficacy, and their perceived 
usefulness of e-learning platform (Zhao et al., 2021).  

According to Hofstede (2001), the individualism index for Taiwanese is 17, which 
is one standard deviation lower than the average of all cultures the study investigated, 
and that for Japanese is 46, which is approximately equal to the average. A previous 
study showed that the facial expressions and perception between Taiwanese and 
Japanese have different patterns (Kaminosono et al., 2022).  

The current study aims to compare the faical expressions between two different 
cultures. Researchers pointed out that machine’s judgement of face expression would 
have bias due to the unbalance training data of different races (Sham et al., 2023), and 
they added more diverse data into the training dataset to make the AI model reduce the 
bias. However, lack of study compared the machine learning results with people who 
come from two or more cultures but same race. The current study compared Taiwanese 
people and Japanese people, which are all East Asian. Therefore, the bias of machine 
learning model can be reduced since the faical appearance should not have big different.  

On top of that, the individualism index between the two culture suggested that the 
two cultures are different. We hypothesized that Japanese people will be more 
expressive than Taiwanese people. Furthermore, the expression of eyebrow furrowing, 
which is related to AU04, should also be more important in Japan’s dataset than 
Taiwan’s dataset. The facial expression differences affect by culture not by races are 
expected to be observed in our experiment.   
 
 
2.3 Current Study 
    The current study used facial expressions and head pose features to analyze the 
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engagement state and help-seeking state. In order to compare the cultural differences, 
the method of estimating the mental states was followed the previous study. Besides, if 
the estimations of the mental states need different features from Taiwan’s and Japan’s 
data, it will be possible to use the facial features to identify the nationality. Thus, we 
also used facial features to classify the nationality. The specific research questions are 
as followings: 
RQ1: How well is the machine learning model to estimate the engagement states and 
the help-seeking states by using facial expressions on Taiwan’s participants? 
RQ2: What are the differences between Japan’s participants and Taiwan’s participants 
by using SHAP analysis? 
 

3. Methods 

3.1 Participants 
We have recruited 21 students (18 females and 3 males) from National Taiwan 

University. Their average age is 22 (standard deviation = 2.93). The students all 
voluntarily participated in our experiment. In addition, they don’t have any Linguistics 
Olympiad experience and don’t major in linguistics, literature, foreign languages, and 
other related fields. But their majors are different, including information sciences, 
psychology, etc. To preserve anonymity, random number codes in our dataset replaced 
all participants’ names and data filenames.  

The results of estimating the engagement state and the help-seeking states of 
Japanese participants that we want to compare in this study were published in another 
journal paper (Wang, Hatori, et al., 2023). In this study, we report analyses of Taiwanese 
participants and culture comparison with data from Japanese participants and 
Taiwanese participants. 
 
3.2 Materials 

The current study used the same website as in the previous study, but the website 
can be shown in Japanese or traditional Chinese depending on participants’ mother 
language. The web cameras are installed on the top of the screen, and we execute a 
video recorder which made by a python program in the setting of 640 × 480 pixels if 
resolution with 20 Hz of sampling rate. 

The problem-solving task is a problem from the International Olympiad of 
Linguisitcs in 2018, and we used the official translation of the problem in Japanese and 
traditional Chinese. They need to analysis the pair of a scarce language and their mother 
language, and then to answer the translation questions. We used this problem because 
it is necessary to have any prior knowledge to solve it and the cues to solve the problem 
are all in the problem itself.  
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During problem-solving, several interactive functions are provided on the website. 
Participants can highlight the word and click the hint buttons if they need help. If a 
button is clicked, the hint will be shown until the same button is clicked again. The 
participants answer the question by typing their answer on the blanks shown on the 
website. The website is like a virtual exam, once the participants want to hand in their 
answer sheet, they can click the submit button on the bottom of the website. 
 
3.3 Procedures of the Experiment 
    In order to compared with the previous study, the current study followed the same 
experimental procedures of them. The participants followed the instructions of the 
webpages, including introduction of the Linguistic Olympiad competition, the 
instructions and rules, the basic information investigation, the practice session, and the 
experiment session.  
    The introduction inform the participants that there is no worry about the linguistic 
knowledge. The instructions and rules are written on the website and the experimenter 
still explain in verbal, and then help participant turn on a web camera which can take 
their facial videos. After the participant provide their basic information, such as their 
age and gender, they can confirm the instructions and start the practice session. The 
practice session allows the participants to get familiar with the functions of the website 
and the rules of Linguistic Olympiad. If they are no problem, they can continue to the 
experimental session to finish answer the questions. 
 
3.4 Mental States Categorization 
  This study estimate two mental states: the engagement and help-seeking states, which 
is the same as the previous study. The two mental states were estimated separately since 
we believe that the learning states can be complex and the different mental states can 
be overlapped on each other. For example, a learner can engage in learning but need 
help at the same time.  

The engagement state was annotated by four labelers whose nationalities are different 
to reduce the ground-truth bias (Renier et al., 2021). The guidelines of judging the 
engagement levels are the same as the previous study and the rules followed another 
previous study(Whitehill et al., 2014). They used an annotation software, VGG Image 
Annotator (VIA) (Dutta & Zisserman, 2019), to complete their annotation work 
    Labelers rate the videos continuously but they were able to pause the video if 
necessary. They gave the engagement level under the instruction of “How engaged does 
the participants appear to be” from 1 (not engaged at all) to 4 (very engaged). The inter-
rater reliability measured by Fleiss Kappa was κ= 0.24, which by calculated by equation 
[1] and [2] (Fleiss, 1971). The extent of agreement among the 𝑛 raters for the 𝑖 th 
subject was indexed by the proportion of agreeing pairs out of all the 𝑛(𝑛 − 1) 
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possible pairs of assignments. Then, the overall extent of agreement was measured by 
the mean of all 𝑃𝑖 , where 𝑁 is all pairs. The results suggested a fair agreement of 
judgment across labelers (Landis & Koch, 1977). The annotation scores were averaged 
over four labelers in every frame. But due to the imbalanced amount of four level’s data 
and the consistency of the compared study, the data was divided into high or low levels 
of engagement by the threshold at the score of 3 (high >=3 and low<3). The high and 
low engagement bins were 83198 (47.22%) and 92976 (52.78%). 
 

𝑃𝑖 =
1

𝑛(𝑛−1)
∑ 𝑛𝑖𝑗(𝑛𝑖𝑗 − 1)𝑘

𝑖=1   [1] 

𝑃̅ =
1

𝑁
∑ 𝑃𝑖

𝑁
𝑖=1  [2] 

 
    On the other hand, the help-seeking state was obtained by every click of the hint 
button. Since the same website was used this study and the previous study, the definition 
of timing is also the same. The help-seeking state is the 4 to 0 seconds before they 
clicking the hint button, but we discarded the 1 to 0 seconds since their clicking 
behavior might influence their facial and head data. There are 1526 (44.37%) samples 
of “help-seeking state” and 1913 (55.63%) samples of “working state”, which we 
randomly picked up other 3-second intervals. The samples of the help-seeking state was 
less than the working state because some timings of clicking the hint buttons are too 
close, but the overlapped frames would not be counted repeatedly. 
 
3.5 Feature Engineering 
   The features from facial video are extracted by OpenFace 2.0 (Baltrusaitis et al., 
2018). It detects a face from every video frame, and then mark the boundaries of eyes, 
eyebrows, and mouth as landmarks. The degree of facial muscle activities are 
concluded to Action Units (AUs) (Ekman et al., 1978) by analyzing the position 
changes of facial landmarks. OpenFace is able to extracted 18 AUs by their presence (0 
and 1) and strength (0 to 5, except for AU28). The description of 18 AUs are explained 
in Table 8. Besides, OpenFace also detect the head’s position in three axes and rotation 
angles: pitch, yaw, and row. The gaze data is also detected by OpenFace, including the 
direction vector, radians in world coordinates for the left and right eye, and the left-
right and up-down angles. 
 
Table 8 Description of 18 AU features that can extract by OpenFace 

AU Description AU Description 
1 Inner Brow Raiser 14 Dimpler 
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2 Outer Brow Raiser 15 Lip Corner Depressor 
4 Brow Lowerer 17 Chin Raiser 
5 Upper Lid Raiser 20 Lip stretcher 
6 Cheek Raiser 23 Lip Tightener 
7 Lid Tightener 25 Lips part 
9 Nose Wrinkler 26 Jaw Drop 
10 Upper Lip Raiser 28 Lip Suck 
12 Lip Corner Puller 45 Blink 

 
AUs and head pose features are composed of three feature sets, which were also 

used in the previous studies. The details of feature sets are summarized in Table 9. The 
statistics and the distribution of a feature are calculated in 0.5-second time window.  

 
Table 9 The summary table of the three feature sets 

Name Raw Value Statistics or 
Equations 

Total 
Features 

Basic AUs intensity of 17 AUs and presence 
of 18 AUs 

mean, median, 
standard deviation, 
minimum, 
maximum, and 
range 

(17+18) ×6 
= 210 
features 

Head Pose three coordination of head (x,y,z 
axes) and three rotation angles 
(pitch, yaw, row) 

mean, median, 
standard deviation, 
minimum, 
maximum, and 
range 

(3+3) × 6 = 
36 features 

Co-
Occurring 

similarity of every AU pair from 
the 17 AU intensities 

Jensen-Shannon 
divergence 
equation 

17 × (17-1) 
/2 =136 
features 

Gaze gaze direction vector in world 
coordinates for the left and right 
eyes, the direction in radians 
averaged for both eye, and the 
left-right and up-down angles 

mean, standard 
deviation 

8 × 2 = 16 
features 

  
3.6 Machine Learning and SHAP analysis 

The previous study suggested that the Light Gradient Boosting Machine (LightGBM) 
is more effective than a shallow machine learning model, support vection machine 
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(SVM). LightGBM is built in a gradient-boosting framework that uses tree-based 
learning algorithms and is known as a fast method for training (Ke et al., 2017). The 
current study trained LightGBM for each feature set (Basic AUs, Head Pose, and Co-
occrring AUs) to predict the engagement and help-seeking states separately. The models 
were evaluated by 5-fold cross-validation, which divided 80% data for training and 
20% data for testing. The data are pooling from all participants and randomly selected 
to divide into training or testing group. 

Following the previous studies (Bosch & D'Mello, 2021; Li et al., 2021), we used 
Area Under the curve of Reciever Operating Characteristic, the F1 score, and the rate 
of correct judgement (accuracy). The ROC curve shows the performance of a 
classification model at all classification threshold. The straight line connecting (0,0) 
and (1,1) in the graph of ROC curve showed a random classification results. In contrast, 
the line connecting (0,1) and (1,1) showed a perfect classification results. Therefore, 
the AUC (Area Under the Curve) varies between 0.5 (random classification) to 1 
(perfect classification). The chance level of AUC score is 0.5. The F1 score is the 
harmonic mean of precision and recall. Accuracy is the proportion of the frames 
classified in the correct label in all classified frames. 

The comparison are explained by Shapley Additive exPlanations (SHAP) analysis 
(Lundberg et al., 2019). SHAP is an explainable AI tool to help researchers and 
engineers to examine the machine learning model and has been widely used (Bai et al., 
2023; Ikeda et al., 2022; Miao et al., 2023). The strong advantage of SHAP analysis is 
to estimate the important features ranking by its algorithm (Belle & Papantonis, 2021). 
In order to compared with the previous study, we focused on the Basic AUs and Head 
Pose feature sets. The SHAP values were calculated by selecting the split with highest 
AUC result among 5-fold cross-validations. The SHAP figures, including a bar plot and 
a scatter plot, are generated to help us study the contribution of AU and head pose 
features associated with the engagement state and help-seeking state. The bar plots 
showed the mean absolute value of features’ SHAP value. The length of the bar showed 
the effect of a feature on the estimation. The scatter plots showed the SHAP value 
distribution of the features, with each point representing the SHAP value of an 
estimation on mental states. 
 

4. Estimating Mental State with Taiwan’s data 

The results are divided into three sessions for the three research question from 
session 4 to session 6. Firstly, we examine the results of estimating the engagement and 
help-seeking states by using facial expression on Taiwan’s participants. Secondly, we 
compared the data from Taiwan’s with Japan’s data. Finally, as the classification results 
were different, we used Action Unit to classify nationalities. 



Chapter 4 
 

59 
 

 
4.1 Behavioral results 

The average time to complete the problem was 51.8 minutes (3109 seconds) (the 
longest was 87.5 minutes; the fastest was 18.4 minutes). The average score is 7.07 
points (the highest was 8.5; the lowest was 4.5) with 10 questions. If an answer is almost 
correct but has some grammar error, it will be counted as 0.5 points. The average clicks 
of the hint buttons is 35.9 times (the most was 77 times; the least was 7 times). 

The correlations between the completion time, score, and the clicks of the hint 
buttons are calculated and the matrix are shown in Table 10. The correlation results 
showed that the completion time and the clicks of the hint buttons has positive 
significant correlation, which indicates that the longer the learners use the website, the 
more frequency they tend to use the hint buttons. But the completion time, and score 
has no significant correlations. 

 
Table 10 Pearson’s correlation coefficient between behavioral variables 
 Completion time Score Hint button clicks 

Completion time - - - 

Score 
0.216 

(t(19)=0.96, p=0.34) 
- - 

Hint button clicks 
0.542 

(t(19)=2.81, p<0.05) 
0.301 

(t(19)=1.38, p=0.18) 
- 

 
4.2 Classification of the engagement state 
   The performance of classifying the engagement states by LightGBM is summarized 
in Fig. 29 and Table 12. The results for the feature sets were evaluated by F1, AUC, and 
accuracy. The feature sets includes Basic AUs feature, Head Pose features, Co-
occurring features, and Gaze features. In total, nine kinds of feature sets were trained 
by machine learning models. These values are the average values of the five-fold cross-
validation. The F1 was between 0.58 to 0.73, the AUC was between 0.67 to 0.82, and 
the accuracy was between 0.64 to 0.82. The results of AUCs are higher than the chance 
level (t(2)= 7.635, p<0.05). The ROC curves showed that the line are departed from the 
straight line between (0,0) and (1,1).  
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Fig. 29 The results of estimating engagement states in Taiwan’s participants by LightGBM 

 
    As for the comparison between these 9 feature sets, significant differences were 
on their F1 (F(8,36)=1235.88, p<0.001), AUC (F(8,36)=1499.69, p<0.001) and 
Accuracy ((F(8,36)=1666.81, p<0.001)). The multiple comparison by Tukey’s HSD 
also conducted to examine the differences. The detail of the results was shown in 
Table 11, which suggested that the performances of the gaze feature, co-occurring AU 
features were worse than others. On top of that, if two more kinds of feature set 
combine with each other, a higher performance will get. 
 
Table 11 The Results of multiple comparison by Tukey’s HSD when estimate the engagement state 

(Taiwan’s data) 

Metrics Tukey’s HSD 
F1 
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AUC 

 

Accuracy 
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Table 12 ROC results of the engagement classification by LightGBM on multiple 
feature sets 
Feature sets ROC curve 
Basic AUs 
 
 

 

 
Head Pose 

 

Co-occurring 
AUs 
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Gaze 

 

Basic AUs& 
Head Pose 

 

Basic AUs&Gaze 
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Head Pose & 
Gaze 

 

Basic 
AUs&Head&Gaz
e 

 

Baisc 
AUs&Head&Co-
AUs 

 
 
   In order to understand the facial expression and the head pose, here shows the SHAP 
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analysis of the Basic AU feature set and the Head Pose feature set. The SHAP analysis 
estimated the importance of the features in the LightGBM model with the best AUC 
score from the 5-fold cross-validation with the Basic AUs feature set (Figure 2) and 
Head Pose feature set (Figure 3). The left panel shows absolute SHAP values, which 
indicate the total contribution value from all samples. The right panel of Figure 2 shows 
the points corresponding to a SHAP value of each estimation.  

The top ten important features in Basic AU feature set are shown in the figure, 
which suggested that the top three important features are “AU05_c_mean”, 
“AU04_c_mean”, and “AU04_r_max”, which are related to facial expressions of 
“upper lid raiser” and “brow lowerer”. Those are facial expressions focus on the upper 
part of the face. 
 
 

 

Figure 2 SHAP summary plots of LightGBM classifying engagement state by the Basic AU feature 

set. The left panel showed the mean absolute SHAP value indicating the total contribution of AU 

features and the right panel showed the points corresponding to a value of an estimation on 

engagement. The suffix “_c” indicates the presence of the AU; “_r” indicates the intensity of the 

AU; “_min” indicates minimum; “_max” indicates maximum. 

 
 

In addition, the SHAP analysis also estimated the important features from Head 
Pose feature set trained by LightGBM model. The split with best AUC from the 5-fold 
cross-validation. The Figure 3 shows the top 10 important features. The top three 
important features are “pose_Ty_min”, “pose_Tz_min”, and “pose_Tx_range”, which 
suggested that the position of head was more important than the rotation of head.    
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Figure 3 SHAP summary plots of LightGBM classifying engagement state by the Head Pose feature 

set. The left panel showed the mean absolute SHAP value indicating the total contribution of Head 

Pose features and the right panel showed the points corresponding to a value of an estimation on 

engagement. The suffix “Tx/Ty/Tz” indicates the location of the head with respect to the camera in 

millimeters; the suffix “Rx/Ry/Rz” indicates rotation that in radians around X,Y, Z axes, which can 

be seen as pitch, yaw, and roll. The suffix also represents the descriptive statistics we calculated; 

“min” indicates minimum; “max” indicates maximum. 

 
4.3 Classification of the help-seeking state 

The performance of classifying the help-seeking states by LightGBM is 
summarized in Fig. 30 and Table 13. The results for the nine feature sets (Basic AUs, 
Head Pose, Co-occurring AUs, Gaze, Basic AUs & Head Pose, Basic AUs & Gaze, 
Head Pose & Gaze, Basic AUs & Head Pose & Gaze, and Basic AUs &Head & Co-
coccurring AUs) were evaluated by F1, AUC, and accuracy. These values are the 
average values of the five-fold cross-validation. The F1 was between 0.69 to 0.93, the 
AUC was between 0.78 to 0.98, and the accuracy was between 0.70 to 0.93.. The ROC 
curves showed that the line are departed from the straight line between (0,0) and (1,1). 

According to one-way ANOVA analysis conducting on every metrics, there were 
significant differences across the nine feature sets on F1 score (F(8,36)=343.09, 
p<0.001), AUC(F(8,36)=319.14, p<0.001), and accuracy(F(8,36)=260.15, p<0.001). 
The multiple comparison by Tukey’s HSD are shown in Table 14. The results suggested 
that the performance of Co-occurring AUs and Gaze feature sets were worse than other 
feature sets, but the performance of Head Pose feature sets was better than others. The 
fusion dataset which contains head pose features also performed well than others. 
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Fig. 30 The results of estimating help-seeking states in Taiwan’s participants by LightGBM 

 
Table 13 ROC curve results of help-seeking/working classification by LightGBM 

Feature sets ROC 
Basic AUs 
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Head Pose 

 
Co-occurring 
AUs 

 
Gaze 
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AU&Head 

 
AU&Gaze 

 
Head&Gaze 
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AU&Head&Gaze 

 

AU&Head&Co-
AUs 

 
 
 
Table 14 Results of multiple comparison by Tukey’s HSD. (Help-seeking states, Taiwan’s data) 

Metrics Tukey’s HSD 
F1 
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AUC 

 

Accuracy 

 

 
 
 

The SHAP analysis estimated the importance of the features in the LightGBM 
model with the best AUC score from the 5-fold cross-validation with the Basic AUs 
feature set. The left panel of Figure 4 shows absolute SHAP values, which indicate the 
total contribution value from all samples. The right panel of Figure 4 shows the points 
that corresponding to the SHAP value of each estimation. The SHAP results shows that 
“AU25_r_min”, “AU15_c_mean”, and “AU25_r_std” are the top three important AU 
features in the model within the top ten important features which are shown in the bar 
plot. The AU25 is related to the facial expression of “lips part”, and the AU15 indicates 
the facial expression of “lip corner depressor”, which are around the mouth. 
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Figure 4 SHAP summary plots of LightGBM classifying help-seeking state by the Basic AU feature 

set. The left panel showed the mean absolute SHAP value indicating the total contribution of AU 

features and the right panel showed the points corresponding to a value of an estimation on the help-

seeking state. The suffix of the features indicate the descriptive statistics we calculated; “min” 

indicates minimum; “max” indicates maximum; “std” means standard deviation. Besdies, “c” 

indicates the presence of the AU; “r” indicates the intensity of the AU. 

 
 

In addition, the important features of Head Pose feature set were also calculated 
by SHAP analysis. The split trained by LightGBM model with the best AUC score from 
the 5-fold cross-validation was estimated. The Figure 5 showed the top ten important 
features. It suggested the top three important features were “pose_Tx_min”, 
“pose_Rz_min”, and “pose_Rz_max”, which were related to the rotation of the head 
pose. 
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Figure 5 SHAP summary plots of LightGBM classifying help-seeking state by the Head Pose feature 

set. The left panel showed the mean absolute SHAP value indicating the total contribution of Head 

Pose features and the right panel showed the points corresponding to a value of an estimation on the 

help-seeking state. The suffix “Tx/Ty/Tz” indicates the location of the head with respect to the 

camera in millimeters; the suffix “Rx/Ry/Rz” indicates rotation that in radians around X,Y, Z axes, 

which can be seen as pitch, yaw, and roll. The suffix also represents the descriptive statistics we 

calculated; “min” indicates minimum; “max” indicates maximum. 

 

5. Comparison between Taiwan’s data and Japan’s data 

  The Japan’s data comes from the previous study (Wang, Hatori, et al., 2023). In this 
session, firstly, we compared the behavioral data, including the completion time, score, 
and the times of clicking the hint button, between the Japan’s and Taiwan’s participants. 
Secondly, we compared the classification results of the engagement and help-seeking 
state and the results of the SHAP analysis for Basic AUs and Head Pose feature sets. 
 
5.1 Comparison of Behavioral Results 

The website we used in the current study has two language version: Japanese and 
traditional Chinese. We compare their behavioral data between Japan’s data and 
Taiwan’s data to validate that if the website has any bias on the language or not. Besides, 
the Japan’s data are the same participants of the previous study. 

The completion time is not significantly different (t(28)=0.80, p=0.40) between 
Japanese (45.99±16.07 min) and Taiwanese (51.82±18.51 min). The score is not 
significantly different (t(28)=0.12, p=0.89) between Japanese (7.44±1.04) and 
Taiwanese (7.07±1.02). The clicks of the hint buttons is not significantly different 
(t(28)=0.89, p=0.12) between Japanese (34.77±20.12) and Taiwanese (35.86±20.84).  
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In sum, the similar behavior results between Japanese and Taiwanese suggest that the 
problem we used and the hints we designed were fair to the two groups of participants. 
 
5.2 Comparison of the Classification Results 
 

Firstly, we compared the metrics of the classification results of Taiwan’s and 
Japan’s data, including F1, AUC, and accuracy. The overall performance of the 
classification of the engagement state showed that the classifiers for Japan’s data are 
significantly better than Taiwan’s data (t(8)=3.14, p<0.05). In contrast, the overall 
performance of the classification of the help-seeking states has no significant difference 
between Taiwan’s data and Japan’s data (t(8)=1.63, p=0.12). The significant difference 
of result on estimating engagement might be caused by the sample size.  

Secondly, comparing the SHAP analysis of Taiwan’s and Japan’s data, the rankings 
of important features were different. The top ten important features are shown in Table 
15 and Table 16. The Kendall’s tau was calculated to measure the association between 
the features of the two top 10 rankings. For the Basic AU feature set, there is no 
significant association between Japan and Taiwan’s ranking of the features estimating 
engagement (τc = 0, p = 1.0), and there is also no significant association between Japan 
and Taiwan’s ranking of the features estimating the help-seeking state (τc = -0.43, p = 
0.09). For the Head Pose feature set, there is no significant association between Japan 
and Taiwan’s ranking of the features estimating engagement (τc = -0.31, p = 0.22), and 
there is also no significant association between Japan and Taiwan’s ranking of the 
features estimating the help-seeking state (τc = 0.18, p = 0.51). 
 
Table 15 Rankings of Basic AU features for estimating the mental states. 

 Japan Taiwan 
Engagement AU02_c_mean AU05_c_mean 
 AU23_c_mean AU04_c_mean 
 AU04_r_mean AU04_r_max 
 AU12_r_min AU04_r_mean 
 AU14_r_min AU23_c_mean 
 AU25_r_max AU01_c_mean 
 AU04_r_max AU07_r_min 
 AU07_r_median AU17_r_min 
 AU45_r_mean AU14_r_mean 
 AU23_r_mean AU10_r_mean 
help-seeking AU04_r_median AU25_r_min 
 AU23_r_means AU15_c_mean 
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 AU14_r_min AU25_r_std 
 AU26_r_max AU15_c_std 
 AU20_r_std AU26_r_max 
 AU23_r_max AU07_r_max 
 AU20_r_range AU23_r_mean 
 AU45_r_mean AU06_r_max 
 AU23_r_std AU01_r_std 
 AU04_r_min AU14_r_median 

 
 
 
Table 16 Rankings of Head Pose features for estimating the mental states. 

 Japan Taiwan 
Engagement pose_Tx_min pose_Ty_min 
 pose_Tz_min pose_Tz_min 
 pose_Ty_max pose_Tx_range 
 pose_Tz_max pose_Rz_min 
 pose_Rx_min pose_Tx_min 
 pose_Tz_median pose_Rx_max 
 pose_Rz_min pose_Ry_max 
 pose_Rx_max pose_Tz_max 
 pose_Ty_min pose_Ry_median 
 pose_Ry_max pose_Tz_mean 
help-seeking pose_Ty_min pose_Tx_min 
 pose_Tz_mean pose_Rz_min 
 pose_Tx_min pose_Rz_max 
 pose_Tx_std pose_Rx_median 
 pose_Ry_min pose_Ty_max 
 pose_Rx_max pose_Rx_min 
 pose_Tz_min pose_Tz_max 
 pose_Ty_mean pose_Tz_median 
 pose_Ry_mean pose_Tz_mean 
 pose_Ry_max pose_Tx_max 
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6. Discussion 

    In this study, we found that the estimation of the help-seeking states had cultural 
differences in the SHAP contribution values. The extended participants of this study 
revealed the cultural effect on models. Furthermore, the estimation of the help-seeking 
states was related to the AUs that around the mouth, while the estimation of the 
engagement states was related to the AUs taht around the eyes.  
    The cultural differences on the facial expression focused on around the mouth. In 
this study, the SHAP values showed the contributions of each feature when estimating 
the help-seeking states were different between Japan’s and Taiwan’s people. The values 
revealed the AU features such as “AU25 (lips part)” were contributed more in Taiwan’s 
estimation but AU features such as “AU23 (lip tightener)” were contributed more in 
Japan’s estimation. A previous study showed that Taiwanese facial expressions on the 
mouth were more dramatic (e.g. show their tooth) than Japanese (Kaminosono et al., 
2022). Opening one’s lips was a more dramatic expression than tightening one’s lips. 
The differences of the expression related to AU25 and AU23 might indicated the 
different ways to express the mental states when the learners face difficulty in the 
different cultures. However, this results was different from the previous study showed 
the cultural differences could be observed on the facial expression of eye brow furrow 
(McDuff et al., 2017). The results showed that the upper part of face had cultural effect. 
    On the other hand, the features around upper face were important for estimating 
the engagement states. Although the difference between Japan’s and Taiwan’s data was 
not observed, the common features, including “AU_07_mean”, “AU04_r_max”, and 
“AU04_r_mean”, were focus on the expression near the eyes. The AU07 (lid tightener) 
and AU04 (brow lowerer) should be important indicators when estimating the 
engagement states. However, McDuff et al. (2017) found the differences on the 
eyebrow between different cultures, but they used advertisements on television to the 
participants. Their task is different from our study. In this study, we used a serious task 
that asked participants to complete it. A previous study showed that when people were 
watching serious videos, they smile less, lower their eyebrow, and apart or depress their 
lips (McDuff & Kaliouby, 2017). To be specific, a study, which focused on estimating 
learners’ engagement state when learners were learning with online videos, revealed 
that AU09 (nose wrinkle, but also shows slight eyebrow furrow and lip raiser) was an 
important feature (Miao et al., 2023). In addition, AU01, AU04, AU14, AU17, AU23, 
AU25, AU45 were selected in estimating the engagement state in a previous study (Li 
et al., 2021), which were highly overlapped with our important features. There were 
many different results from the previous studies since the tasks were different, but in 
summary, the participants serious attitude and their engagement were reflected by their 
eyebrow and lips.  
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 As for the help-seeking estimation, the features that around lower face were 
important in both cultures. As we mentioned on the above paragraph, people watched 
serious contents with less smile and lips will apart or depress. Another study also 
revealed that when people felt unsure, their lips would apart (el Kaliouby & Robinson, 
2005). The common features of both cultures, including “AU26_r_max” and 
“AU20_r_mean”, were related to the facial expression of jaw dropping and lip 
stretching. The help-seeking states is the state of predicting learners’ difficulties. The 
results revealed that before they take the action to ask, the facial expression of the lower 
part would express more at first. 
    The current study used SHAP value to estimate the importance of the features and 
indicated the cultural differences by using the SHAP values. As an explanation tool for 
machine learning model, it helped us analyze the contribution of the features. To best 
of our knowledge, few studies used the SHAP analysis on the mental state estimations. 
In contrast, most of the research that estimate the mental states used metrics including 
F1, AUC and accuracy to evaluate the machine learning models (Li et al., 2021; Sümer 
et al., 2021; Whitehill et al., 2014). But the contributions of every feature were not 
quantified. In this study, the SHAP values were used to explained the results and we 
found what were the important facial features when estimating the mental state of 
engagement and help-seeking. 

Another important discovery of this current study is to compare the learners from 
more than a single cultural background, and found the cultural differences were exist 
when interacting with an ITS. Participants in previous studies that estimate sudents’ 
mental state usually from single culture (Desai et al., 2020; Hasegawa et al., 2020; 
Pellet-Rostaing et al., 2023; Peng & Nagao, 2021). However, it should be noted that 
when the system was implemented into education, the data should be adapted to 
different cultures. Therefore, the system can be improved and be benefit to learners. 
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Chapter 5: Inter-person Learning models on Estimating the mental 

states 

1. Introduction 

The below machine learning models were based on intra-person learning, which 
make a same person’s data be in the training dataset and the testing dataset at the same 
time. Although this thesis used 5-fold cross-validation to estimate a stable results, the 
machine still in somewhat “know” the person’s features since it has seen that in the 
training phrase before the testing phrase. Besides, if we want to identify the nationality 
by the facial expressions, we cannot split one person’s data into pieces. The inter-
person learning method is needed for more flexible estimations. 

Therefore, the current thesis used inter-person learning to conduct the analysis. 
This chapter aims to estimate the mental states, including the engagement states and the 
help-seeking states, by using inter-person learning. Furthermore, the identification of 
nationality also conducted by inter-person learning in this chapter. 

 
Fig. 31 The framework of intra-person learning and Inter-person learning. This chapter focuses on 

inter-person learning. By this approach, we can examine that whether the machine learning model 

can apply how it learned from facial expression and head pose to a new person or not. 

 

2. Methods  

2.1 Participants and materials 
The participants are 9 Japan’s students from Tohoku University and 21 Taiwan’s 
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students from National Taiwan University. They were the same as the chapter 3 and 
chapter 4. The website of the experiment and videos taken during the experiments were 
also the same.  

 
2.2 Feature Engineering 
    The features from facial video are extracted by OpenFace 2.0 (Baltrusaitis et al., 
2018). It detects a face from every video frame, and then mark the boundaries of eyes, 
eyebrows, and mouth as landmarks. The degree of facial muscle activities are 
concluded to Action Units (AUs) (Ekman et al., 1978) by analyzing the position 
changes of facial landmarks. OpenFace is able to extracted 18 AUs by their presence (0 
and 1) and strength (0 to 5, except for AU28). The description of 18 AUs are explained 
in Table 8. Since the individual differences on the facial expression might influence the 
model estimation, in this chapter the values of AU were normalized. The z score of each 
value in the sample, relative to the sample mean and standard deviation was computed 
by SciPy API. 

Besides, OpenFace also detect the head’s position in three axes and rotation angles: 
pitch, yaw, and row. There are 6 indexes of head information. 
 
Table 17 Description of 18 AU features that can extract by OpenFace 

AU Description AU Description 
1 Inner Brow Raiser 14 Dimpler 
2 Outer Brow Raiser 15 Lip Corner Depressor 
4 Brow Lowerer 17 Chin Raiser 
5 Upper Lid Raiser 20 Lip stretcher 
6 Cheek Raiser 23 Lip Tightener 
7 Lid Tightener 25 Lips part 
9 Nose Wrinkler 26 Jaw Drop 
10 Upper Lip Raiser 28 Lip Suck 
12 Lip Corner Puller 45 Blink 

 
AUs, head pose, and gaze features are composed of the unimodal feature sets, 

which were also used in the previous studies. The details of feature sets are summarized 
in Table 9. The statistics and the distribution of a feature are calculated in 0.5-second 
time window. Besides, we also trained the model by using multimodal feature set, 
which contains the “AU+gaze”, “AU+Head pose”, “AU+Head+Gaze”, and 
“AU+Head+Co-AU”. The details of the SHAP analysis were showed in appendix. 
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Table 18 The summary table of the unimodal feature sets 

Name Raw Value Statistics or 
Equations 

Total 
Features 

Basic AUs intensity of 17 AUs and presence 
of 18 AUs 

mean, median, 
standard deviation, 
minimum, 
maximum, and 
range 

(17+18) ×6 
= 210 
features 

Head Pose three coordination of head (x,y,z 
axes) and three rotation angles 
(pitch, yaw, row) 

mean, median, 
standard deviation, 
minimum, 
maximum, and 
range 

(3+3) × 6 = 
36 features 

Co-
Occurring 

similarity of every AU pair from 
the 17 AU intensities 

Jensen-Shannon 
divergence 
equation 

17 × (17-1) 
/2 =136 
features 

Gaze gaze direction vector in world 
coordinates for the left and right 
eyes, the direction in radians 
averaged for both eye, and the 
left-right and up-down angles 

mean, standard 
deviation 

8 × 2 = 16 
features 

  
2.3 Machine Learning and SHAP analysis 
   In intra-person learning, the same person’s data will be contained in both training 
and test datasets. But if the model needs to be applied on new person that it never see, 
the inter-person learning should be applied. 
    Five kinds of inter-person learning are conducted, including:  
(1) training on 20 Taiwan’s participants and testing on a Taiwan’s participant, which  

validated for 21 times on each participant, 
(2) training on 8 Japan’s participants and testing on a Japan’s participant, which  

validated for 9 times on each participant, 
(3) training on 21 Taiwan’s participants and testing on a Japan’s participant, which  

validated for 9 times on each participant, 
(4) training on 9 Japan’s participants and testing on a Taiwan’s participant, which  

validated for 21 times on each participant, 
(5) training on 29 Taiwan and Japan’s participants and testing on a participant, which  

validated for 30 times on each participant. 
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The Light Gradient Boosting Machine (LightGBM) was used to estimate the 
above five divisions of the training and testing dataset, since in the previous studies the 
LightGBM classifiers suggested better performances than the Support Vector Machine 
(SVM) classifiers. In addition, the LightGBM is so fast that all validations of inter-
person learning model can be conducted effectively since there are many times of 
learning need to be conducted. 

   Following the previous studies (Bosch & D'Mello, 2021; Li et al., 2021), we used 
Area Under the curve of Reciever Operating Characteristic, the F1 score, and the rate 
of correct judgement (accuracy). The ROC curve shows the performance of a 
classification model at all classification threshold. The straight line connecting (0,0) 
and (1,1) in the graph of ROC curve showed a random classification results. In contrast, 
the line connecting (0,1) and (1,1) showed a perfect classification results. Therefore, 
the AUC (Area Under the Curve) varies between 0.5 (random classification) to 1 
(perfect classification). The chance level of AUC score is 0.5. The F1 score is the 
harmonic mean of precision and recall. Accuracy is the proportion of the frames 
classified in the correct label in all classified frames. 

The comparison are explained by Shapley Additive exPlanations (SHAP) analysis 
(Lundberg et al., 2019). SHAP is an explainable AI tool to help researchers and 
engineers to examine the machine learning model and has been widely used (Bai et al., 
2023; Ikeda et al., 2022; Miao et al., 2023). The strong advantage of SHAP analysis is 
to estimate the important features ranking by its algorithm (Belle & Papantonis, 2021).  

The SHAP values were calculated by every time of the testing. In order to understand 
the facial expression and the head pose, this chapter focused on the Basic AUs and Head 
Pose feature sets. The SHAP figures, including a bar plot and a scatter plot, are 
generated to help us study the contribution of AU and head pose features associated 
with the engagement state and help-seeking state. The bar plots showed the mean 
absolute value of features’ SHAP value. The length of the bar showed the effect of a 
feature on the estimation. The scatter plots showed the SHAP value distribution of the 
features, with each point representing the SHAP value of an estimation on mental states. 
The value of every SHAP value also calculated to compared by t test. 
 

3. Results 

    The results we reported here only contains the features of Basic AU and Head 
Pose. On top of that, other features, including Gaze, were also used for prediction. In 
order to explain and compared the features between Action Units and Head Pose, the 
results showed here were unimodal models. More details about multimodal models 
were shown in the Appendix, which represents other SHAP analysis in detail. 
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3.1 Estimation on the engagement state 

The results of the above dataset combinations are estimated by Basic AU feature 
sets, and the detail is shown in Table 19. The metrics, including accuracy, AUC, and 
F1 score have not significantly different between the five training and testing datasets. 

 
Table 19 The results of inter-person learning (after z-score) on estimating engagement states by 

the Basic AUs feature set 

 n Accuracy AUC F1 
Training: Taiwan 
Testing: Taiwan 

21 0.52±0.07 0.57±0.06 0.49±0.16 

Training: Japan 
Testing: Japan 

9 0.52±0.08 0.58±0.04 0.49±0.22 

Training: Taiwan 
Testing:Japan 

9 0.49±0.07 0.56±0.07 0.45±0.19 

Training:Japan 
Testing:Taiwan 

21 0.53±0.08 0.54±0.13 0.58±0.13 

Training:JP+TW 
Testing:JP+TW 

30 0.52±0.07 0.57±0.17 0.49±0.17 

ANOVA results  F(4,76)=0.45, 
p=0.77 

F(4,76)=1.47, 
p=0.22 

F(4,76)=1.4, 
p=0.24 

The ROC curves describe the details of every person’s testing results, which are 
shown as following Table 20. 

 
Table 20 The graphs of ROC when estimating the engagement states by Basic AU feature set 

Datasets Graphs of ROC 
Training: 
Taiwan 
Testing: Taiwan 
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Training: Japan 
Testing: Japan 

 
Training: 
Taiwan 
Testing:Japan 

 
Training:Japan 
Testing:Taiwan 
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Training:JP+T
W 
Testing:JP+TW 

 
 
 

 
3.2 Estimation on the help-seeking state 

The results of the above dataset combinations are estimated by Basic AU feature 
sets, and the detail is shown in Table 21. The metrics, including accuracy, AUC, and 
F1 score have not significantly different between the five training and testing datasets.  
 
Table 21 The results of inter-person learning (after z-score) on estimating help-seeking states by 

the Basic AUs feature set 

 n Accuracy AUC F1 
Training: Taiwan 
Testing: Taiwan 

21 0.54±0.10 0.55±0.13 0.42±0.14 

Training: Japan 
Testing: Japan 

9 0.54±0.08 0.55±0.12 0.39±0.22 

Training: Taiwan 
Testing:Japan 

9 0.54±0.11 0.57±0.17 0.47±0.13 

Training:Japan 
Testing:Taiwan 

21 0.55±0.10 0.56±0.15 0.46±0.16 

Training:JP+TW 
Testing:JP+TW 

30 0.55±0.10 0.55±0.12 0.41 

ANOVA results  f=0.05,p=0.99 f=0.02, p=0.99 f=0.29,p=0.88 
 
 
Table 22 The graphs of ROC when estimating the help-seeking states by Basic AU feature set 

Datasets Graphs of ROC 
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Training: 
Taiwan 
Testing: Taiwan 

 
Training: Japan 
Testing: Japan 

 
Training: 
Taiwan 
Testing:Japan 
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Training:Japan 
Testing:Taiwan 

 
Training:JP+T
W 
Testing:JP+TW 

 
 
 
 
Table 23 The results of inter-person learning (after z-score) on estimating help-seeking states by 

the Head Pose feature set 

 n Accuracy AUC F1 
Training: Taiwan 
Testing: Taiwan 

21 0.55±0.08 0.54±0.13 0.32±0.22 

Training: Japan 
Testing: Japan 

9 0.53±0.10 0.50±0.15 0.35±0.20 

Training: Taiwan 
Testing:Japan 

9 0.57±0.08 0.57±0.12 0.38±0.17 

Training:Japan 
Testing:Taiwan 

21 0.57±0.15 0.54±0.18 0.35±0.27 



Chapter 5 
 

87 
 

Training:JP+TW 
Testing:JP+TW 

30 0.55±0.09 0.53±0.14 0.33±0.21 

ANOVA results  F(4,76)=0.28, 
p=0.89 

F(4,76)=0.29, 
p=0.88 

F(4,76)=0.21, 
p=0.92 

 
 
 
 
 
 
 
Table 24 The graphs of ROC when estimating the help-seeking states by Head Pose feature set 

Datasets Graphs of ROC 
Training: 
Taiwan 
Testing: Taiwan 

 

Training: Japan 
Testing: Japan 
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Training: 
Taiwan 
Testing:Japan 

 

Training:Japan 
Testing:Taiwan 

 
Training:JP+T
W 
Testing:JP+TW 
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3.3 Nationality Classification by Action Units 
    As the important feature of estimating the mental states were different between 
Taiwan’s and Japan’s participants, it suggested that facial expression might be also 
different from these two cultures. Therefore, we used Action Units features to identify 
the face is from a Taiwan’s participant or a Japan’s participant. 
    The data of facial expression were from 21 Taiwan’s participants and 9 Japan’s 
participants. The prediction was the nationality of the participant. The descriptive 
statistics of the AUs, including mean, median, standard deviation, minimum, maximum, 
and range, were calculated in 60-second time window.  
    The training dataset was from 29 participants’ and the testing dataset was from the 
other 1 participant. The validations ran 30 times so that every participant has been in 
testing dataset. The SHAP analysis followed by every validation, and totally generated 
30 times of ranking on important features. The framework of dividing training and 
testing dataseta is shown in Figure 6. 
 

 
Figure 6 The framework of training and testing nationality identification. 

 
The chance level of correct answer was 58% (9% for Japan and 49% for Taiwan). 

The mean accuracy of the 30-time predictions of testing datasets was 0.70, and 70% 
(21 times) of predictions’ accuracies exceed 0.58, which was higher than the chance 
level. As for the SHAP analysis results, the most frequently ranked features are showed 
in Table 25. The frequency was counted by excluding the models which accuracy was 
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lower than 0.58. Besides, the feature which was most frequently ranked in the top 1 was 
“AU10_r_mean”, which indicate the facial expression of “lupper lip raiser”.  

 
Table 25 The top 10 frequently ranked features when identify the nationality. 

Features Counts Description of the related AU 
AU05_c_std 16 upper lid raiser 
AU23_c_mean 14 lip tightener 
AU04_r_median 10 brow lowerer 
AU07_r_median 10 lid tightener 
AU12_r_mean 10 lip corner puller 
AU02_c_mean 9 outer brow 
AU45_r_range 9 blink 
AU10_r_mean 9 upper lip raiser 
AU45_r_std 8 blink 
AU23_c_std 7 lip tightener 

 
 
 

4. Discussion 

This chapter examined the inter-person learning on the mental states classification 
both on the Japan and Taiwan’s participants. Overall, the results showed that it is hard 
to make the machine learn from inter-person. Although the Action Units data was 
computed in z score, the individual differences still cannot be deleted. 

However, an interesting fact in the estimation of the engagement states showed that 
the ROC curves in only Taiwanese dataset or only Japanese dataset were mostly 
gathered on the above of the chance level line, but this phenomenon cannot be seen in 
the mix dataset or cross testing and training dataset. Although statistically we cannot 
find the significant differences on the metrics between the two datasets, it still can be 
inferred that the two cultures have different facial expression in some extent. 

On the other hand, the estimation of the help-seeking states seems to be more difficult 
than the estimation of the engagement states. However, some people were easier to be 
estimated than others. According to the results of ROC curve, some people have high 
AUC score than others. Although the model has never seen the testing person’s face, 
the testing performance still showed that their help-seeking behavior can be identified. 
Surprisingly, the Head Pose feature sets can even showed the AUC=0.99 results when 
we trained on Japan’s datasets but test on Taiwan’s participants.  

The results showed that, the facial expressions of the engagement have more culture 
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differences than the ones of the help-seeking states. This suggested that the help-
seeking behavior has more potentials on generalizing to other cultures. Therefore, for 
application on other system and scenario, the estimation of help-seeking is more 
applicable than the estimation of the engagements.  

In addition, the privilege of this thesis is that two cultures were investigated. To the 
best of my knowledge, there was limited research related to educational technology 
compared the cultural differences on the facial expression. Since the students in 
different cultures might express their emotion and cognition process in different way, it 
is essential to study the cultural differences on the mental states. The SHAP analysis 
showed in the Appendix also suggested that, the explanations of every prediction model 
were various. We split the dataset as one person to the testing dataset, and the others to 
the training dataset. As a result, every model can explain the prediction of that person 
which is in the testing dataset. The method of splitting the training and testing dataset 
should be noted that it is one of a possible explainable AI approach. 

Therefore, we further examined that the differences on the facial expression between 
the two cultures. We tested the nationality classification by using AUs. The result is 
higher than the possibility of correct answer. The result suggested that the facial 
expression is different from two cultures and the movements of facial muscle are useful 
for identifying the nationality. But the results were based on the small samples, the 
generalization of this classification still should be noted. 
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Chapter 6: Apply Machine Learning Methods to Questionnaire 

Datasets 
 

Abstract 
Statistic tests and machine learning play different roles on data analysis. This chapter 
describes applications of LightGBM and SHAP analysis to a large number of 
questionnaire datasets (610 respondents) about effect of income and educational degree 
on optimistic bias and social trust. The questionnaire test was conducted to analyze 
using an ANOVA model. The current chapter discovered that the regression of 
LightGBM predicts the dependent variables with RMSE between 0.61-0.89. SHAP 
analysis had the advantage of explaining the several independent variables’ effects 
simultaneously, and the SHAP analysis revealed the effect of the relationships between 
income and educational degree and optimistic bias and social trust, which were not 
revealed by the ANOVA. Based on these findings, we discussed the potential usage and 
advantage of SHAP analysis on large amounts of the features which can overcome the 
limitation of the complexity of ANOVA more than four factors. 
 
 

1. Introduction 

    In this chapter, we used LightGBM and SHAP analysis to learn the data which 
conducted for the investigation of information, cognition and prevention behaviors of 
facing COVID-19 in Taiwan in Yueh et al. (2022). The research has 610 valid 
participants’ data from a questionnaire and analyzes with four-way ANOVA to 
investigate the relationship between variables. 
    We used the demographic variables, including gender, age, occupation, living area, 
income and education degree, as the features of the machine learning model, which 
were treated as independent variables. On the other hand, the predictors of the machine 
learning model were optimistic bias, social trust, information credibility, personal 
protective measures, avoidance of human contact and immune system strengthening, 
which were regarded as the dependent variables. 
 
 

2. Methods 

2.1 Participants 
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    The number of valid respondents were 610 and all of them were Taiwanese, the 
average age was 44.01 years. They were selected from 709 respondents, rejecting 99 
respondents whose age was unreasonable (older than 100 years and younger than 7) or 
whose responses have errors or blanks. The questionnaire test was conducted during 
the beginning phase of the pandemic, and before the COVID-19 vaccine is invented. At 
that time, the COVID-19 was an unknown disease and was spreading very quickly. 
 
2.2 Independent Variables (Features) 
    There were 6 demographic variables. Gender was divided into male or female; 
living area was divided into northern Taiwan and other areas. Age was the real number 
of the respondents. Occupation was divided into government employee, healthcare and 
other, since one of the purpose of the research was to identify the behavior of people 
who comes from the public, health, or medical industries in the context of the COVID-
19 pandemic. Income (monthly) was divided into less than 50,000 NT dollars and Over 
50,000 NT dollars this threshold approximately equals the average monthly income in 
Taiwan. Education degree was divided into “bachelor degree and under” and “graduate 
school degree and above”. 
 
2.3 Dependent Variables (Output) 
   The dependent variables includes optimistic bias, social trust, information 
credibility, protective measures, avoiding human contact, and strengthening one’s 
immune system. The datasets used for this current study was from Yueh et al., 2022. 
The detail of the questionnaire was shown in Table 26. 
   In order to compare the machine learning and ANOVA, we followed the procedure 
of the previous study. Therefore, we built the model separately by every dependent 
variable. In addition, the value of optimistic bias was calculated by subtracting “You 
think others may be infected by COVID-19” to “You think you yourself may be infected 
by COVID-19”. Because the definition of optimistic bias is the perceived likeliness of 
infection between self and others, the subtraction between these two items can reflect 
the extent of optimistic bias. On the other hand, other variables, including social trust, 
information credibility etc., were calculated by their mean of the items from every facet. 
Those variables were investigated by 6-point scale or 4-point scale. 
 
Table 26 The descriptive statistics results of every variables (n = 610) (Resources: page 5, Yueh et 

al., 2022 ) 

Items Mean SD 

Optimistic Bias (1–6, strongly disagree to strongly agree) (α= 0.8451)   
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Items Mean SD 

You think you yourself may be infected by COVID-19 3.34 0.90 

You think your neighbors or colleagues may be infected by COVID-19  3.53 0.80 

You think others may be infected by COVID-19 3.96 0.80 

Social Trust (1–6, strongly disagree to strongly agree) (α= 0.9113)   

I think the government is credible to adopt policy on COVID-19 4.77 1.01 

I think the government is correct to adopt policy on COVID-19 4.73 1.01 

I think the government should develop long-term plans for COVID-19 5.05 0.92 

I think the government can solve problems related to COVID-19 4.67 1.01 

Information Credibility (1–6, strongly disagree to strongly agree) (α= 

0.7731) 

  

Information about COVID-19 from family members and friends is 

credible 

3.57 0.86 

Information about COVID-19 from newspapers, television and radio is 

credible 

3.99 0.86 

Information about COVID-19 on the Internet and social media is credible 3.55 0.87 

Information about COVID-19 from research institutes is credible 4.68 0.89 

Information about COVID-19 from the government is credible 4.84 1.00 

Personal Protective Measures (1–4, rarely to always) (α= 0.6627)   

Wear a mask 3.11 0.85 

Take eye protection measures 2.22 1.08 

Wash your hands frequently with soap 3.47 0.68 

Avoid touching your eyes, nose, and mouth 3.11 0.82 

Avoiding Human contact (1–4, rarely to always)  (α= 0.7710)   

Avoid close contact with other people 3.07 0.79 

Avoid crowded places 3.28 0.67 

When I feel ill, I distance myself from others 3.59 0.57 

If you feel ill, immediately notify the person in charge of the epidemic, 

such as a doctor or a neighbor 

2.98 0.97 

Avoid taking public transportation 2.90 0.98 

Avoid entering physical shops and shop online instead 2.69 0.95 

Avoid unnecessary travel  3.57 0.72 

Strengthening one’s immune system (1-4, rarely to always)  (α= 0.7262)   

Do more exercise 2.17 0.58 

Balance nutrition and consume nutritional supplements 2.32 0.58 

Keep positive emotions 2.18 0.58 

Sleep enough 2.22 0.60 
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Items Mean SD 

Drink more water 2.40 0.64 

Buy masks and 75% alcohol online 2.30 0.92 

Buy tissue paper and wet napkins 2.10 0.66 

 
 
2.4 Machine learning 

The features for machine learning model were the same as the ANOVA model in 
the previous study but we added two variables (income and education degree) to make 
more complex model. The detail of variables was introduced in the previous sections.  

The machine learning model used in this chapter was LightGBM (Light Gradient 
Boosting Machine)(Ke et al., 2017), the same one used in the previous chapters. The 
previous chapters used the classification estimator, while this analysis used the 
regression estimator since the values of the dependent variables were collected by 4- or 
6-point scale. The outcome of the model was evaluated by the R2 value and RMSE 
(Root Mean Squared Error). The equations of R2 and RMSE were shown in (1) and (2) 
in the following, where 𝑦𝑖 is the true value from questionnaire response, 𝑦̂𝑖 is the 
prediction value from machine learning model, and 𝑦̅ is the average of the true values. 
𝑛 is the numbers of data.  
 

𝑅2 = 1 −
∑(𝑦𝑖 − 𝑦̂𝑖)2

∑(𝑦𝑖 − 𝑦̅)2
     (1) 

 

𝑅𝑀𝑆𝐸 = √
∑(𝑦𝑖 − 𝑦̂𝑖)2

𝑛
   (2) 

 
 

In this chapter, the R2 value are calculated by calling the function from official 
LightGBM. The best possible score of R2 is 1.0 and if the model is arbitrarily worse, 
the function will provide us with negative value. On the other hand, the RMSE are 
calculated manually by numpy library, a library from Python since the official 
LightGBM did not have RMSE functions. The validation of the machine learning model 
used 5-fold cross-validation. The training dataset was 80% and testing dataset was 20%. 
Overall, the framework of the input features and dependent variables was shown in Fig. 
32.  
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Fig. 32 The framework of the machine learning analysis. Note: The four-way ANOVA model used 

gender, age, occupation and living area as independent variables to predict the six dependent 

variables. In this chapter, two independent variables were expanded and the predictions were 

conducted by the LightGBM model. 

 
After machine learning of every split, the importance of the features are explained 

by SHAP analysis (Lundberg et al., 2019). We used SHAP analysis to deal with the six 
independent variables at the same time. The SHAP values were calculated by every 
time of the testing. The bar plots showed the mean absolute value of features’ SHAP 
value. The length of the bar showed the effect of a feature on the estimation. The scatter 
plots showed the SHAP value distribution of the features, with each point representing 
the SHAP value of an estimation on the target variable. The decision plot showed the 
cumulative SHAP value and interaction values. The interaction value is a tensor of all 
pairs of SHAP value. The bar plots and the scatter plots are the same as previous 
analysis, and we used an additional SHAP analysis for the interaction. 
 
 

3. Results 

3.1 Regression by LightGBM 
The LightGBM regressor was used to predict the 6 dependent variables. The 

independent variables are demographic variables, including gender, occupation, living 
area, age, educational degree, and income (The first four variables were used in the 
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ANOVA model). The dependent variables predicted optimistic bias, social trust, 
information credibility, protective measures, avoiding human contact, and 
strengthening one’s immune system.  

The R2 were between 0.30 and 0.36, and RMSEs were between 0.32 and 0.73. The 
details of prediction results were shown in Table 27 for all cases. Although all weak 
correlation coefficients were not very high, the guidance of social science research used 
R-square suggests that a R-squared that is between 0.10 and 0.50 is acceptable when 
some of the explanatory variables are statistically significant (Ozili, 2023). In the 
current chapter, we calculate the importance of the features and the previous study also 
revealed that the demographic variables were useful for predicting the targets. 
Therefore, the results of the regressions were all acceptable. 
 

Table 27 The scatter plots of true value and predictive value of all dependent variables. 

Dependent 
Variables 

Scatter plot of true value (x-axis) and predictive value (y-axis). 

Optimistic bias 
 
 

 



Chapter 6 
 

98 
 

Social trust 
 
 

 
Information 
credibility 
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Protective 
measures 

 
 
Avoiding 
human contact 
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Strengthening 
one’s immune 
system 
 

 
 
 
3.2 SHAP Analysis 
    SHAP analysis shows contribution of each factors separately while no information 
of combination effect of multiple factors is available. Every SHAP summary plot was 
a representative graph from the lowest RMSE results of the 5-fold cross-validations. 
The details of scatter plots and bar plots of SHAP analysis were shown in Table 28. The 
education, income, gender, and area have two categories, and the feature of occupation 
has three categories. Therefore, the color of the points indicated the categories of the 
feature value. The summary table of points color was shown in Table 29. Overall, the 
feature of age is the most important feature in all predictions of dependent variables. In 
some cases, some demographic variables suggested some pattern and distribution to 
determine the prediction. For example, some features showed that the blue points and 
red points are separately distributed along the SHAP value axis. The pattern of 
distribution was often found in the second or the third important feature.  
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Table 28 The SHAP summary plot and SHAP bar plot. 

Dependent 
Variables 

SHAP summary plot SHAP bar plot 

Optimistic 
bias 
 

  

Social trust 
 
 

  

Informatio
n 
credibility 

  

Protective 
measures 

  

 
Avoiding 
human 
contact 
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Strengtheni
ng one’s 
immune 
system 
 

  

 
 
Table 29 The meaning of colors of feature value in SHAP scatter plot. 

 Blue Purple Red 
Gender Male - Female 

Age Lower                               Higher 
Occupation Government 

employee 
Healthcare Others 

Living area Northen - Other area 

Education Undergraduate or 
below 

- Graduate School 
or above 

Income Lower than 
NT50,000 dollar 

- Higer than NT 
50,000 dollar 

 
 

To investigate interactions of features we used SHAP decision plots. The plots here 
explained the predictions from the datasets with main effects and interactions. In the 
decision plot, the bottom of the plot is the starting value for each prediction. In total, 
there should be 6×(6+1)/2=21 features. The center of the x-axis is the expected value 
of SHAP values, and the y-axis list the model’s features. The importance of the features 
was in descending order. In the decision plots, each line showed the cumulative SHAP 
values, and showed how LightGBM made the decision to give the value of the 
prediction. 
    All results of the SHAP decision plot suggest that the model of predicting 
optimistic bias can be determined by “age”, “age*occupation”, “gender*age”, 
“education”, and “age*income”, etc.  In contrast, the variations of other variables, 
including social trust, information credibility, protective measures, avoiding human 
contact, and strengthening one’s immune system, were not significantly separated by 
each features. But “occupation” “income”, “education” were important features when 
it was used as one feature or was calculated by interaction value.    
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Table 30 The SHAP Decision Plots of each Dependent variables 

Dependent Variables SHAP Decision Plots 
Optimistic bias 
 

 
Social trust 
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Information credibility 

 
Protective measures 
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Avoiding human contact 
 
 

 
Strengthening one’s 
immune system 
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4. Discussion 

    In this chapter, we used LightGBM and SHAP to analyze the datasets from a 
questionnaire related to COVID-19. LightGBM and SHAP can handle independent 
variables as many as needed, which is different from ANOVA which handle less than 
five factors in general. The SHAP analysis provides information of interaction among 
all combinations of more tha four factors. 

The SHAP analysis applied to the questionnaire test showed that the education 
degree and the income were important features in predicting the variables of optimistic 
bias and social trust. The higher education degree might have an effect on optimistic 
bias. People with higher education are more likely to believe that they have less 
possibility to encounter negative events than others. The results can be further inferred 
that people who are in higher social status (higher educational degree and higher income) 
have more self-efficacy to control their life, which reflects that they tend to overestimate 
themselves and do not believe in the authorities overall.      
    When predicting optimistic bias, the four-way ANOVA table (Table 31) suggested 
that there was an interaction on “Gender × Age” and a significant main effect on 
“Occupation”. The results were compared with the SHAP analysis of the prediction of 
optimistic bias. The SHAP analysis showed that the top three important features were 
age, education degree, and occupation, and that the important interactions showed by 
SHAP included “age × occupation”, “gender × age”, and “age × income”. The SHAP 
showed that the interaction of “gender × age” is important as ANOVA shoed. 
Furthermore, the SHAP analysis revealed that education and income were also 
important for predicting optimistic bias. This suggest that there are advantages of using 
machine learning and SHAP tools to understand more complicated factors or features. 

Interaction of ANOVA analysis indicates influences of combination of the multiple 
factors for predictions. Other interaction results from the previous study showed in the 
Table 3233. As we can see, the complexity of factors will limit the application of 
ANOVA model. Although the previous study tried to use four-way ANOVA to analyze 
the independent variables as much as possible, the interaction effects of four factors 
were hardly to understand by human intuition. Another possible approach is to use 
machine learning to select features before regression analysis (Kukowski et al., 2021). 
But Kukowski et al. (2021)’s results showed that, the perceived risk and age displayed 
nonsignificant weak to zero associations with health-protective behavior. In contrast, 
our results found that age is an important feature for machine learning prediction. This 
is a consequence of benefits of machine learning analysis. 
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Table 31 Four-way analysis of variance of optimistic bias with gender, region, age and occupation 

Source SS df MS F Sig. 
Gender 0.3556  1  0.3556  0.5034  0.4783  
Region 0.0111  1  0.0111  0.0156  0.9005  
Age 1.3705  3  0.4568  0.6467  0.5853  
Occupation 5.9289  2  2.9645  4.1962  0.0155* 
Gender × Region 0.0802  1  0.0802  0.1135  0.7364  
Gender × Age 7.7278  3  2.5759  3.6463  0.0126*  
Region × Age 1.5275  3  0.5092  0.7207  0.5399  
Gender × Occupation 0.7772  2  0.3886  0.5501  0.5772  
Region × Occupation 1.4429  2  0.7214  1.0212  0.3608  
Age × Occupation 2.3753  6  0.3959  0.5604  0.7619  
Gender × Region × Age 1.8611  3  0.6204  0.8782  0.4521  
Gender × Region × Occupation 2.8567  2  1.4283  2.0218  0.1334  
Gender × Age × Occupation 4.6905  6  0.7817  1.1066  0.3570  
Region × Age × Occupation 1.0775  6  0.1796  0.2542  0.9576  
Gender × Region × Age × Occupation 5.9174  5  1.1835  1.6752  0.1386  
Error 397.7351  563  0.7065    

Note: p <.05 * Source: Page 7, Yueh et al., 2022 
 
 

 
Table 32 ANOVA interaction graph of each dependent variable (Source: Yueh et al., 2022) 

Dependent 
Variables 

ANOVA Interaction Graph 

Optimistic 
bias 
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Social trust 
 
 

 

Information 
credibility 

(no significant interaction effect) 

Protective 
measures 

 

 
Avoiding 
human 
contact 
 
 

 
Strengthening 
one’s 
immune 
system 
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5. Conclusion 

    Extending previous research, this chapter apply the machine learning methods on 
a questionnaire datasets. The advantages of the machine learning methods are having 
more independent variables to predict a single dependent variable, using more features 
for regression, and being able to explore interaction of explaining machine learning 
model. Some potential combination of interaction were discovered in the SHAP 
decision tree plot. The limitation of the current work is that the questionnaire did not 
include much variables. This can be further explored in the future research to add more 
demographic or psychological traits variables to predict people’s belief, intention, 
behavior, etc. The contribution of analyzing the questionnaire about society’s problem 
is critical for policy maker to determine the promotion on public health, the higher 
sensitivity to detect the effect is an important advantage of SHAP analysis for the data 
obtained here. 
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Chapter 7: General Discussions 

1.  Estimation of the mental states 

No matter dealing with Japan’s or Taiwan’s data, this thesis examined two kinds of 
mental states during learners learning in the experiment. One is that we classify their 
high and low engagement states using data labeled by their appearance. The other is 
that we classify students’ help-seeking states, which indicates the 3-second intervals 
before they inquire about a hint and the moment they are just working on problem-
solving without particular inquiry behavior. We simulated an intelligent tutoring system 
that we can access on the Internet and conduct our experiments like a real Linguistic 
Olympiad. Namely, our problem-solving task is simulating reality environments, and 
we expect our results will benefit ITS research to develop an automatic system with 
artificial intelligence (AI). 
  We conducted the experiment for Japan’s and Taiwan’s students; the behavioral data 
showed that they don’t have significant differences, including their time of completing 
the problem, score, and times of clicking the hint buttons. This indicates that our 
webpage design would not discriminate for different students, and both Japanese and 
traditional Chinese versions are similar for students to use. In addition, for overall data, 
“times of clicking the hint buttons” has a significant correlation with “score”, which 
suggested that our design of hint and website interaction can improve student learning 
to some extent. We got similar results that a previous study also showed that principle-
based hints could improve student learning (Aleven et al., 2016a).  

As for the machine learning part, one of our strengths is that we used OpenFace to 
extract features used for machine learning. This approach is used in several studies and 
applications (Amos et al., 2016; Bosch & D'Mello, 2021; Li et al., 2021), and OpenFace 
is possible to apply to experiments that need to extract facial features in real-timely. 
Results from this study revealed that facial features from recorded videos were effective 
indicators for classifying engagement and help-seeking states. The overall prediction 
of the accuracy is higher than 70%, which is higher than previous studies (Bosch & 
D'Mello, 2021; Li et al., 2021). 

The first mental states we estimated is the engagement level by students’ appearance. 
Comparing all feature sets and two machine learning models, our results showed that 
the performance of using the head pose feature set is better than the other feature sets, 
and co-occurring feature set and gaze feature set were not as good as the others. Our 
result is similar to a previous study(Bosch & D'Mello, 2021), which suggests that the 
Basic AUs feature set is more effective than others since it is simpler and estimates 
first-order expressions of a single facial muscle. As for the co-occurring AUs feature 
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set, all pairs of AUs are calculated, and therefore without theory-based, some 
unnecessary pairs are still calculated. Furthermore, research indicates that many 
combinations of AUs are found, and combinations of AUs can be two, three, or 
more(Zhi et al., 2020). Therefore, it is also worth considering instead of pair 
combination used in the co-occurring method. However, we found that the head poses 
feature set is also effective at estimating engagement level; this result supports a 
previous study (Li et al., 2021), which indicates that the head pose features are good 
indicators since it usually shows the learners are concentrating or thinking when they 
tilt their head(el Kaliouby & Robinson, 2005). Overall, the indicators we used to train 
the machine learning model effectively estimate the engagement state when students 
are working on the problem-solving task of linguistics. 

On the other hand, the second mental state is about predicting the help-seeking state 
that a student wants to inquire about some help. LightGBM showed that the three 
feature sets effectively classify help-seeking and working states, but SVM only 
sometimes worked. Therefore, in the Chapter 4 to 5, we focused on LightGBM and the 
expanded feature sets were also trained and tested by LightGBM. The results of the all 
feature sets are similar to engagement classification, which showed that the head poses 
feature set is better than the basic AUs feature set, but co-occurring AUs feature set is 
not an adequate indicator. In addition, the combination of features including head pose 
would performed better than others. The SHAP values are also calculated to investigate 
further what facial features are important to detect a student needing help. The results 
showed that the brow and lower part of the face are more important. A previous study 
showed that when individuals feel unsure, their lips will move apart, and the shape of 
their brows is also changed (el Kaliouby & Robinson, 2005). Another research showed 
that people tend to furrow their eyebrows and their lips depressing when watching 
videos related to banking, fuel, pharmaceuticals, etc., rather than videos about pet care, 
entertainment, or baby care that will let them smile more (McDuff & Kaliouby, 2017). 
Although those previous studies didn’t use AUs to estimate their datasets, their results 
showed that when people are unsure about something or watching more serious videos, 
they smile less, lower their brows, and apart or depress their lips, which are expressions 
related to AU04(brow lowerer), AU25(lips part), AU26(jaw drop) and other AUs 
around lips. 

Furthermore, the novelty of the current study is that we not only estimate students’ 
engagement state when they are solving a challenging task like a real competition, but 
we also predict their mental states that they require some help and hint before they take 
action (click a hint button) to seek for help. A previous study indicated that research 
about students’ engagement state has several different opinions that the level of 
engagement is not always correlated to high learning performance. Therefore, exploring 
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more mental states, such as students’ decision-making processes, is necessary(Li et al., 
2021). The help-seeking state we have tested is a mental state that can apply to 
instructional interventions since it indicates when a student needs a hint. The times of 
their clicks and score also have a positive correlation, and it can be expected that for 
the ITS application, our model can be used on the system with immediate feedback to 
provide hints before students click a button, which can improve their learning 
performance. 

However, both in estimation on the engagement state and the help-seeking state 
showed that Gaze features were not as useful as other features. This result is different 
from a previous study that revealed the gaze data is effectively to estimate students’ 
engagement (Li et al., 2021). Furthermore, in our current data, even if the combination 
feature set contains gaze features cannot be useful for the mental state estimation since 
the SHAP analysis suggested that the importance of gaze features were less than other 
features. On the other hand, as this current study explored learners’ facial features, 
including AUs and head pose, to estimate the two mental states with machine learning 
methods, other features such as the upper body are still needed to explore further. For 
example, a study showed that body motion data also effectively estimate students’ 
engagement(Anzalone et al., 2015). There should be some criteria to determine what 
kinds of features are essential.  
 

2. Machine learning 

As for machine learning training, we found that the overall performance of 
LightGBM is better and faster than the SVM model since its indexes and training time 
are higher and shorter. The results of the current thesis can contribute to the ITS 
application that implemented facial expression analyses to predict students’ mental 
states and provide them with learning support accordingly. In addition, the operational 
definition in the current study of the help-seeking state is the 3 seconds interval before 
clicking a hint button, and the working state is the data from other randomly-chosen 3 
seconds intervals. It might be so arbitrary that three seconds interval is the best – though 
we have tried 3 seconds, 10 seconds, and 15 seconds beforehand.  

Moreover, we not only trained the machine learning model by pooling all participants’ 
data together (intra-person learning), but also trained the model by inter-person learning 
approach. Although the results showed that inter-person model is unstable, there were 
still some successful estimations since their AUC scores were good when we further 
take a look on the detail of ROC curve results. The applications of inter-person learning 
make sure that our model can be generalized to more people. The inter-person learning 
has a potential to implement into a real ITS. 
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 As for the statistics of features, we used six functions, including mean, median, 
standard deviation, minimum, maximum, and range, but they are hard to explain 
intuitively their meaning when they are possible to estimate students’ mental state. 
However, the results of SHAP in the current study showed that mean, max, min, and 
median are more likely to be the top important statistics of features. Therefore, choosing 
those explainable statistics to make features is more effective for research.  

Furthermore, in Chapter 6, we explored the application of machine learning method 
on questionniare datasets. We used LightGBM regressor to predict the variables which 
were the same as four-way ANOVA in the previous study. The results of LightGBM 
regression showed that using those independent variables can predict the dependent 
variables. The SHAP anlaysis was used to determine the contribution of the features for 
machine learning. The results revealed some interaction effects and important features 
which were not revealed by ANOVA model. Therefore, we believe that the machine 
learning appoarch can be more useful when dealing with big data and more large 
amount of features.  

In this thesis, the machine learning appoarch is used for estimating participants’ facial 
videos and questionaire datasets. In the future, it should be consider that, we can mix 
up the research methods to understand human’s behavior by their appearance and their 
self-report response. It is crucial to explore a mental state by using both appoarch. 
 

3. Cultural differences and cross training and testing 

Last but not least, we didn’t find notable cultural differences in behavioral data 
between Japan’s and Taiwan’s data. But the differences on the facial expression were 
showed on their data. The important features which were analyzed by SHAP were 
different between the two cultures. 

Furthermore, this thesis developed the method to train and test the data. In Chapter 
3 to 5, to compare the two dataset, we tried to exchange the training dataset and the 
testing dataset by cultures or by mental state. Besides, when we switched the data set 
of the intra-person learning, the AUC score also near the chance level. For example, the 
detail of estimating the help-seeking states was shown on Table 33. 
 
Table 33 ROC results of cross training and testing on estimating the help-seeking states 

Feature sets Training: Taiwan’s data 
Testing: Japan’s data 

Training: Japan’s data 
Testing: Taiwan’s data 
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Basic AUs 

  
Head Pose 

  
Co-occurring 
AUs 

  
Gaze 

  
Basic AUs & 
Head Pose 
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Basic AUs & 
Gaze 

  
Head Pose & 
Gaze 

  
Basic AUs & 
Head Pose & 
Gaze 

  
Basic AUs & 
Head Pose & 
Co-occurring 
AUs 

  
 
 

4. Future Issues and Limitation     

  Automated detection of students’ mental states during learning will become more 
common in the future since the growth of e-learning and ITS applications. This thesis 
provides a piece of evidence that facial expression helps estimate students’ engagement 
state when they are learning with a problem-solving task. Besides, a notable 
contribution of this study is that students’ interactive behavior of inquiry for a hint can 
be predicted via their facial expressions. This contribution can be expected to 
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implement in an ITS system to allow a system to automatically detect students’ mental 
state and provide them with learning support adapted to their needs. Our data showed 
that the lightGBM model is more effective at estimating mental states than the SVM 
model. Besides, we also summarized that different parts of a human’s face would have 
different remarkable meanings for models to predict engagement or help-seeking state, 
which are the upper face and lower face, separately. Previous research showed that, the 
perception of the upper part and lower part of the face have different mechanisms, 
which indicates that the facial expression can be judged by parts not the whole (Chen 
& Chen, 2010). Although the action units are indicated the facial muscle’s movements, 
the classifications and the features analysis of separate action units still have their 
theoretical meanings. 

For further investigation, although this thesis tried nine types of feature set to train 
the machine learning model. The way to selecting the features still remains since we 
did not choose the features by their weight but by their types. Furthermore, although 
we found that LightGBM is fast and effective to train a big amount of data, other 
machine learning model should also be considered in the future.  

On the other hand, the limitation of questionaire dataset is that the numbers of 
independent variables were insufficient. Originally, the design of questionnaire is for 
ANOVA analysis. Due to the minimum complexity an ANOVA model can deal with, 
more than four independent variables are too many to be understood by human intuition. 
Therefore, the questioinaire did not contains many question about demographic varibles. 
However, since in the current thesis we revealed that educational degree and income 
played a curcial role in prediction, more variables about social status, such as job title 
or position, might also important for prediction. Therefore,  we can further investigate 
more variables to utilized the advantages of the machine learning appoarch. 

Besides, cultural differences between countries should be further tested by collecting 
more data. For example, the participants can be recruited from countries with high 
individualism cultures, and the learning task could include other problem-solving tasks 
or materials. Specifically, future work implementing the pre-trained model on real-time 
learning tasks with more participants is worth considering. 
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Chapter 8: Conclusions 

The studies presented in this thesis investigated how the mental states influences 
learners learning in an e-learning environment. By designing a webpage for learners to 
solve a linguistic problem and recording the facial video via a web camera, it was 
possible to extract the features for machine learning, which allow us to estimate 
learner’s mental states by using computer vision tools.  Furthermore, the machine 
learning tools can be applied to a questionnaire dataset. 

1. Major Findings 

1.1 Mental states classification by facial videos 
  The mental states classification includes two mental states: engagement states and 
help-seeking states. The binary classification showed that the head pose features are 
useful for classifying both states. In addition, the multimodal features have more 
powerful performance than unimodal features. Therefore, we suggested that the 
machine learning method for classifying the mental states should utilized the facial 
videos, since the action units, head pose, gaze data can be extracted by the videos. 
 
1.2 Cultural differences between Japan and Taiwan 
   The comparison between Japanese and Taiwanese allows us to examine the facial 
expression from similar appearances but different cultural contexts. Previous studies 
usually conducted an experiment with participants from single cultures. This study 
recruited the participants from two countries and we found that the estimation of 
engagement state shared some common features between the two cultures. In contrast, 
the classification of the help-seeking state had different important features. We used AI 
explanation tool to find the differences. The help-seeking behavior might be caused by 
cultural context, since in different culture, people ask questions in different ways. 
 
1.3 Machine learning on inter-person model 
    Typically, studies on classifying mental states during learning used intra-person 
models to train the machine learning model. This study discussed the differences 
between intra-person and inter-person models. If the inter-person model showed good 
results, it can be said that the model has a potential to generate to others who are not 
“seen” by machine. However, the comparison results showed that the inter-person 
models were unstable. The individual variances are too big to learn by machine learning 
model. Therefore, for future application, the machine should learn all individuals data 
to get more accurate results, or more data from participants should be collected. 
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1.4 Machine learning applied on a questionnaire dataset 
We tested the machine learning model on a questionnaire dataset which related to 

the mental states and behaviors when people facing COVID-19. The results showed 
that machine learning tool help us to find more information from the variables. In 
addition, the machine learning can deal with more features than a typical statistic 
method, such as ANOVA, can do.  
 

2. Concluding Remarks 

In summary, we revealed that facial videos are useful for estimating two mental states: 
engagement states and help-seeking states. The cultural differences between Japan and 
Taiwan showed that the estimation of engagement states shared more common features 
but help-seeking states leads to more different behaviors between these two cultures. 
Furthermore, we explored the inter-person models to compare with the intra-person 
model. We found that the classifications of inter-person models were less accurate than 
the intra-person models, which indicated that the personal data is critical to application 
and the individual variance is existing. Last but not least, we applied the machine 
learning method to a questionnaire datasets, and we found important features which 
could not be find by a typical statistical method. These finding of the thesis provide 
important insights on e-learning and educational data mining. 
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Appendix 

Appendix A. The Manual of annotation 

The manual of annotation is written in both Japanese and English.  
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Appendix B. The Results of SHAP analysis  

B-1. Intra-person learning results of estimation of engagement states 
The intra-learning were conducted in 5-fold cross-validation. This part showed 

all SHAP analysis results in summary plot and bar plot made by the SHAP library. 
However, because the data was too large to show, here we only provided the examples 
from Basic AUs feature set and Head Pose feature set. 
 

B-1-1 Japan’s data (Training on Japan’s data; Testing on Japan’s data) 

 
The results of classifying the engagement states by Basic AUs features in Japan’s 
participants. 
Split SHAP summary plot SHAP bar plot 
1 

 
 

2 
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The results of classifying the engagement states by Head Pose feature set in Japan’s 
participants. 
Split SHAP summary plot SHAP bar plot 
1 
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B-1-2 Taiwan’s data (Training on Taiwan’s data; Testing on Taiwan’s data) 

 
The results of classifying the engagement states by Basic AUs features in Taiwan’s 
participants. 
Split SHAP summary plot SHAP bar plot 
1 

 

 
2 

 

 
3 
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The results of classifying the engagement states by Head Pose feature set in 
Taiwan’s participants. 
Split SHAP summary plot SHAP bar plot 
1 

 

 
2 
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B-2. Intra-person learning results of classifying help-seeking states 

B-2-1 Japan’s data (Training on Japan’s data; Testing on Japan’s data) 

The results of classifying the engagement states by Basic AUs feature set in Japan’s 
participants. 
Split SHAP summary plot SHAP bar plot 
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The results of classifying the engagement states by Head Pose feature set in Japan’s 
participants. 
Split SHAP summary plot SHAP bar plot 
1 
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The results of classifying the engagement states by Co-occurring AUs feature set in 
Japan’s participants. 
Split SHAP summary plot SHAP bar plot 
1 
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The results of classifying the engagement states by Gaze feature set in Japan’s 
participants. 
Split SHAP summary plot SHAP bar plot 
1 
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The results of classifying the engagement states by Basic AUs & Head Pose feature 
set in Japan’s participants. 
Split SHAP summary plot SHAP bar plot 
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The results of classifying the engagement states by Basic AUs & Gaze feature set in 
Japan’s participants. 
Split SHAP summary plot SHAP bar plot 
1 
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The results of classifying the engagement states by Head Pose & Gaze feature set in 
Japan’s participants. 
Split SHAP summary plot SHAP bar plot 
1 
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B-2-2 Taiwan’s data (Training on Taiwan ‘s data; Testing on Taiwan’s data) 

 
The results of classifying the help-seeking states by Basic AUs feature set in 
Taiwan’s participants. 
Split SHAP summary plot SHAP bar plot 
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The results of classifying the help-seeking states by Head Pose feature set in 
Taiwan’s participants. 
Split SHAP summary plot SHAP bar plot 
1 
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The results of classifying the help-seeking states by Co-occurring AUs feature set in 
Taiwan’s participants. 
Split SHAP summary plot SHAP bar plot 
1 
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The results of classifying the help-seeking states by Gaze feature set in Taiwan’s 
participants. 
Split SHAP summary plot SHAP bar plot 
1 
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The results of classifying the help-seeking states by Basic AUs & Head Pose 
feature set in Taiwan’s participants. 
Split SHAP summary plot SHAP bar plot 



Appendix 

142 
 

1 

 

 
2 

 

 
3 

 

 
4 

 

 



Appendix 

143 
 

5 

 

 
 
The results of classifying the help-seeking states by Basic AUs & Gaze feature set 
in Taiwan’s participants. 
Split SHAP summary plot SHAP bar plot 
1 

 

 
2 

 

 
3 

 

 



Appendix 

144 
 

4 

 

 
5 

 

 
 
The results of classifying the help-seeking states by Head Pose & Gaze feature set 
in Taiwan’s participants. 
Split SHAP summary plot SHAP bar plot 
1 
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B-3. Inter-person learning results of estimation of engagement states 
The five types of model are conducted on inter-person learning, but here only showed 
the detail of the first two:  
(1)Training: Japan’s data; Testing: Japan’s data 
(2) Training: Taiwan’s data; Testing: Taiwan’s data 

B-3-1 Training on Japan’s data; Testing on Japan’s data 

The results of classifying the engagement states by Basic AUs feature set in Japan’s 
participants. 
Split SHAP summary plot SHAP bar plot 
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B-3-2 Training on Taiwan’s data; Testing on Taiwan’s data 

The results of classifying the engagement states by Basic AUs feature set in 
Taiwan’s participants. 
Split SHAP summary plot SHAP bar plot 
1 
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The results of classifying the engagement states by “AU+Head Pose” feature set in 
Taiwan’s participants. 
Split SHAP summary plot SHAP bar plot 
1 
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B-4. Inter-person learning results of classifying help-seeking states 
The five types of model are conducted on inter-person learning, but here only showed 
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the detail of the first two:  
(1)Training: Japan’s data; Testing: Japan’s data 
(2) Training: Taiwan’s data; Testing: Taiwan’s data 

B-4-1 Training on Japan’s data; Testing on Japan’s data 

The results of classifying the help-seeking states by Basic AUs feature set in 
Japan’s participants. 
Split SHAP summary plot SHAP bar plot 
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The results of classifying the help-seeking states by Head Pose feature set in 
Japan’s participants. 
Split SHAP summary plot SHAP bar plot 
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B-4-2 Training on Taiwan’s data; Testing on Taiwan’s data 

The results of classifying the help-seeking states by Basic AUs feature set in 
Taiwan’s participants. 
Split SHAP summary plot SHAP bar plot 
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The results of classifying the help-seeking states by Head Pose feature set in 
Taiwan’s participants. 
Split SHAP summary plot SHAP bar plot 
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