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This paper presents a stereo-matching algorithm to establish reliable correspondence between images by selecting a desira-
ble window size for SAD (Sum of Absolute Differences) computation. In SAD computation, a degree of parallelism be-
tween pixels in a window changes depending on its window size, while a degree of parallelism between windows is prede-
termined by the input-image size. Based on this consideration, a window-parallel and pixel-serial architecture is proposed
to achieve 100% utilization of processing elements. Not only 100% utilization but also a simple interconnection network
between memory modules and processing elements makes the VLSI processor much superior to conventional processors.
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1 Introduction

To realize real-world intelligent systems such as intelligent robots and highly-safe vehicles, high-speed proc-
essing of a large mount of input data becomes important. However, the computational requirement exceeds
computing power of present-day general-purpose processors. One promising way to overcome this problem is to
develop special-purpose VLSI processors [1]-[4].

Acquisition of reliable three-dimensional (3-D) image of a real scene plays an essential role in real-world intel-
ligent systems. Stereo vision is a well-known method of three-dimensional instrumentation. One important prob-
lem on stereo vision is to establish reliable correspondence between images. Another problem is that the cor-
respondence search is time-consuming even if state-of-art general-purpose processors are used. To develop the
highest performance VLSI processor, this paper presents a reliable stereo-matching algorithm and a new parallel
architecture for its VLSI implementation.

In order to determine which pixel in one image (candidate image) matches a given pixel L in another image
(reference image), we consider a rectangular window centered at L and compute a sum of absolute differences
(SAD) for a candidate window of each possible location in the candidate image. If the reference window and the
candidate window exactly match each other, then the SAD becomes 0. The major problem on the SAD-based
matching is that a window size for SAD computation must be large enough to avoid ambiguity but small enough
to avoid the effects of projective distortions [5]. To solve this problem, several algorithms have been reported un-
til now [6]-[8]. However, these algorithms are not suitable for parallel processing since regularity and high-
degrees of parallelism are not found in them. From this point of view, this paper presents a VLSI-oriented stereo
matching algorithm with variable window sizes. The method is based on an idea that an SAD graph has a unique
and clear minimum at the reliable matching pixel. A desirable window size that gives the reliable matching pixel
is determined at each pixel based on the uniqueness of a minimum of an SAD graph. Moreover, the proposed al-
gorithm has regular data flow based on iteration of SAD computation.

In designing a VLSI processor that executes the proposed algorithm, there are two major considerations One
is to achieve high utilization of processing elements (PEs) for SAD computation. In SAD computation, a degree
of parallelism between pixels in a window changes depending on its window size. Pixel-parallel SAD computa-
tion results in low utilization since many PEs may not be utilized for a small window size. To solve this problem,
an SAD is computed in a pixel-serial manner where a single absolute difference (AD) is computed in each control
step. The regular data flow of the pixel-serial computation makes it possible to fully utilize a PE for SAD compu-
tation. Moreover, in correspondence search, a degree of window-level parallelism is predetermined by an image
width. Therefore, candidate windows of the equal number are assigned to each PE in advance so that PEs are
fully utilized.

Another is to design a simple interconnection network with capability of efficient parallel communication. A
memory allocation and a functional allocation are proposed to minimize complexity of interconnection network
between memory modules and PEs under a condition of completely parallel data transfer. The processing time
of the VLSI processor based on the pixel-serial and window-parallel architecture is estimated to be 60msec for in-
put images of a size 512 X 512. Its performance is more than ten thousand times higher than that of the general-
purpose microprocessor (Pentium II 400 MHz).
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2 Stereo Matching Algorithm

2.1 Basic Stereo Matching Algorithm

Figure 1 shows a camera geometry of a binocular stereo system. Two cameras with parallel optical axes are ar-
ranged along a straight line called a ‘“baseline’’. Given a pixel L(= (U, V7)) in the left image, let us find a 3-D
point P which is projected onto L by perspective projection. It is mathematically guaranteed by imaging geomet-
ry that P is projected a pixel (Ug, Vz) on an ‘“‘epipolar’ line in the right image. Once a pixel (U, V;) on the
epipolar line in the right image is determined as the corresponding pixel, the 3-D coordinates of P can be com-
puted from the 2-D coordinates Uy, Ur and V(= V%) by triangulation.

To establish the correspondence, a similarity measure must be computed which reflects how well the pixel L
matches each pixel on the epipolar line in the right image. One commonly used similarity measure is a sum of ab-
solute differences (SAD). Let us consider a reference window of a size W X W centered at L(= (UL, V1)) in the
left image and a candidate window centered at (Ur, V) on the epipolar line in the left image as shown in Fig. 1.
Then, an SAD in a window size W is given by
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where I, and Ir are intensity values in the left and right images, respectively. If a candidate window exactly
matches the reference window, then the SAD becomes 0. Given a reference pixel L in the left image, an SAD is
computed for each candidate pixel on the epipolar line in the right image, and an SAD curve is obtained as
shown in Fig. 2. A pixel where the SAD curve has its minimum is called a ‘‘matching’’ pixel. In a straightforward
method, a window size is empirically predetermined. The matching pixel in the window size is determined as the
corresponding pixel.

The window size is an important parameter in SAD-based stereo matching. If the window size is too small,
there exist several possibilities for the choice of the corresponding pixel. Therefore, the window size must be
large enough to avoid the ambiguity. On the other hand, if the window size is too large and the window includes
pixels whose depths in the scene are different from each other, the matching pixel may not be the corresponding
pixel due to different projective distortions in the left and the right images.

2.2 Reliable Stereo Matching with Variable Window Sizes

To overcome the above problem, a variable window size for each pixel in the image is used. In the method, as
small a window as possible that will still produce the reliable matching pixel is used. As shown in Fig. 2, an SAD
curve usually has multiple local minima. Let Q; be a matching pixel.h, and Q, be a pixel where the SAD curve
has the second smallest value of all the local minima. Then, a reliability measure R of the matching pixel is given
by

R = Fi(Q)) — Fw(Qo).

The main idea underlying the definition is that the matching pixel Q, is reliable if the SAD curve has a unique and

Epipolar line
(Vr= V)
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Fig. 1 Camera geometry for the stereo system.
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Fig. 2 SAD graph for a window size W.
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Fig. 3 Flowchart of the stereo matching algorithm.

(a)Experimental environment (b) Variable-window-size
method(W=7 to W=25)

Fig. 4 Depth map of the front-parallel rectangular plane (Variable-window-size method).

clear minimum at Q,. Figure 3 shows a flowchart for determining the corresponding pixel using the similarity
measure. First, an SAD is computed for each pixel on an epipolar line for a window size W, and matching pixel
O and the reliability measure R are obtained from the SAD curve (Fig. 2). Next, it is checked whether the match-
ing pixel QF is reliable or not. Only if the R is large than the empirically-predetermined threshold R, O is relia-
ble and is determined to be a corresponding pixel. Otherwise, the window is expanded, that is, Wis set to W +
2. These steps are repeated until a corresponding pixel is found or the window size becomes larger than the maxi-
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(a) W=7 (b) W=25

Fig. 5 Depth map of the front-parallel rectangular plane (Fixed-window-size method).
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Fig. 6 Overview of a stereo vision VLSI processor.

mum window size W,..

As an example of the stereo matching, a depth map of the front-parallel plane of a 3-D object (Fig. 4(a) is pro-
duced as shown in Fig. 4(b). Figures 5(a) and 5(b) show depth maps obtained by the fixed-window-size method
for W = 7 and W = 25, respectively. The result clearly shows that the method selects reliable matching pixels.

3 Pixel-Serial and Window-Parallel Architecture

3.1 Overview

Figure 6 shows a block diagram of the stereo vision VLSI processor. It mainly consists of two image memo-
ries, buffers for a reference window and candidate windows, and a SAD unit. A Capacity of each image memory
is too large to integrate them and the stereo matching unit on a single chip. In a typical case, each image memory
has 256K-byte capacity for a 256-level gray-scale image with a size of 512 X 512, Therefore, images are stored in
external memories. The external memories cause a data-transfer bottleneck due to its large access time. To solve
this problem, frequently used pixels are stored in on-chip buffers with smaller access time as described in Section
3.3. :
A corresponding pixel is searched as follows. Firstly, a reference window and candidate windows on an epipo-
lar line are retrieved from image memories, and they are stored in buffers. Secondly, a corresponding pixel of a
center pixel of the reference window is searched in the SAD unit. Finally, the resulting two-dimensional (2-D)
coordinates of a corresponding pixel is send to a host processor that computes 3-D coordinates from the 2-D
coordinates based on triangulation. The 3-D coordinate computation is executed by the host processor since its
computational amount is small. The above mentioned steps are repeated for all the reference windows. All the
steps are overlapped in execution by pipelining.
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Fig. 7 Data-flow graph of stereo matching.
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Fig. 8 Data-flow graph of pixel-parallel SAD computation for a candidate window.

3.2 Stereo Matching Unit Based on a Pixel-Serial and Window-Parallel Scheduling

In the search for the corresponding pixel, there exist pixel-level parallelism and window-level parallelism.

Window-level parallelism. SADs can be computed in parallel for all the candidate windows on the epipolar
line as shown in Fig. 7. The number M of candidate windows on the epipolar line is determined by the input im-
age width, that is, M is fixed in advance. Therefore, it is relatively easy to exploit the window-level parallelism as
described later.

Pixel-level parallelism. Absolute differences (ADs) in Eq. (1) can be computed in parallel for all the pixels in a
candidate window. If an SAD is computed in a pixel-parallel manner as shown in Fig. 8, the number of ADs
computed in parallel is changed depending on the window size W. This result in low utilization of circuits for AD
computation. For example, let us compute SADs for a9 X 9 window and an 11 X 11 window. In SADs for a 9
X 9 window and an 11 X 11 window, 81(= 9 X 9) and 121(= 11 X 11) ADs can be computed in parallel,
respectively. Therefore, circuits for computing 40 ADs is not utilized during the computation of an SAD for a 9
X 9 window [10] when circuits for computing 121 ADs is used for pixel-parallel SAD computation.

To solve the problem, pixel-serial and window-parallel scheduling is proposed as shown in Fig. 9. An SAD is
computed in a pixel-serial manner so that a single AD is computed in each step independently of the window size
W. The drawback of the pixel-serial scheduling is that it requires more computational time than the pixel parallel
scheduling. To reduce the larger computing time, the window-parallel scheduling is exploited so that SADs for
different candidate windows are computed in parallel.

Figure 10 shows the SAD unit based on the pixel-serial and window-parallel scheduling. The SAD unit consists
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Fig. 9 Pixel-serial and window-parallel SAD computation.
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Fig. 10 Block diagram of the SAD unit for the window-parallel computation.
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Fig. 12 Functional-unit allocation and a memory allocation for simple interconnection networks.

of identical n processing elements (PEs) and a minimum-value-selection unit. The n PEs computes SADs for »
candidate windows in parallel in a pixel-serial manner. The minimum-value-determination unit computes the re-
liability measure R from the computed SADs and determines a corresponding pixel. Pixels in a reference window
is stored in reference buffer BL. For parallel access, pixels in candidate windows on an epipolar line are equally
distributed between memory modules BR;(i = 1,- - -, n). Since the number M of candidate windows on the
epipolar line is determined by the image width in advance, SADs for M/n candidate windows can be mapped in
advance onto each PE so that all the PEs are 100% utilized. Figure 11 shows a block diagram of the PE with one
AD circuit and one adder. The AD circuit and the adder in the PE can be utilized up to 100% since one AD and
one addition are computed in each step based on the pixel-serial scheduling.

The major problem in designing the stereo matching unit is to find a simple interconnection network which
support fast and efficient communication. Complexity of the interconnection network is determined by a
scheduling, a memory allocation and a functional unit allocation [9]. To minimize the interconnection network
between BL and PEs, ADs for the same reference pixel is computed in each control step as shown in Fig. 9(b).
This scheduling results in a simple shared bus to transfer a single pixel in each control step from the M; to all the
PEs. Moreover, if all the ADs for a candidate window are computed in the same PE as shown in Fig. 12, there is
no need to transfer intermediate results from one PE to other PEs. By this functional unit allocation, complexity
of an interconnection network between PEs is minimized. Finally, to minimize the interconnection network be-
tween memory modules: BRi(k = 1, 2,---, and n) and a PE, all the candidate pixels used in a PE should be
stored in a memory module. In other words, pixels in a candidate window should be stored in a memory module.
To meet the requirement, M/n consecutive columns of the candidate image are stored in a memory module as
shown in Fig. 10. By this memory allocation, a memory module BR; is connected to only one PE.

3.3 Memory Architecture

Let us minimize a capacity of the candidate buffer. We assume that once a pixel P is stored in the candidate
buffer, the candidate buffer keeps a pixel P until all the operations associated with P are finished. The assump-
tion is introduced to minimize the number of memory accesses to the image memory.
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Fig. 14 Layout of the VLSI processor.

To minimize the buffer capacity, an ‘‘immediate output generation’’ scheduling is introduced. According to
immediate output generation scheduling, once a pixel P is stored in the buffer, operations associated with P are
executed as soon as possible. If all the operation associated with P are finished, there is no need to store P in the
candidate buffer. That is, P can be replaced with a new pixel so that the buffer capacity is minimized.

As shown in Fig. 13, immediate output generation scheduling results in the raster-scan-oder execution. Let
RW(U,, V7) be a reference window centered at (U, V). Corresponding-pixel search (CPS)for RW(U,, V) (UL
= 1,2, -+, M) requires at most W, X M pixels along an epipolar line V; = V; (gray pixels in Fig. 13) so that
these pixels stored in the buffer. Hence, CPS for RW(U,, V. )(U, = 1, 2,---, M) is consecutively executed ac-
cording to immediate output generation scheduling. After the CPS for RW(U;, Vi) (U, =1, 2,---, M) is
finished, CPS for RW(U., V, + )(U, = 1,2,---, M) is consecutively performed to maximize the number of re-
used pixels. As a result, a reference window for CPS is selected according to a raster-scan oder. Moreover, only
M pixels (Ug, Ve + (Wpae — 1)/2 + 1)(Ur = 1,2, - - M) are newly transferred from the right image memory to
the buffer as shown in Fig. 13.

Since overlap the transfer and CPS for RW(U., V. )(U, = 1, 2,---, M) by pipelining, the candidate buffer
stores (W + 1) X M pixels.
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Table 1. Features of the VLSI processor.

Technology 0.5-um CMOS double-metal process
Area 18.0 X 3 mm?®

Input image 512 x 512 pixels (256-level gray scale)
Window size From 3 to 25

Performance 60 msec/depth map

Number of transistors 1 300 000

Clock frequency 200 MHz

Supply voltage 5V

3.4 Evaluation

Figure 14 shows a floor plan and a chip layout of the stereo vision VLSI processor designed in a 0.5 um CMOS
process. It consists of an SAD unit, a candidate buffer, a reference buffer, a minimum value detection unit and a
control unit. The candidate buffer has 512 X 26-byte capacity since 256-level gray-scale images are used as left
and right images, and the maximum window size W, is set to 25. This result shows that on-chip memory capac-
ity of the right image can be reduced to 5.08% (= 26/512 x 100) based on immediate output generation
scheduling in comparison with the case where the right image is stored in on-chip memory. A simple in-
terconnection network between a memory module of the candidate buffer and a PE is achieved based on the
memory and functional unit allocations so that interconnection delays are greatly reduced. Features of the VLSI
processor are summarized in Table 1. The time required to produce a depth map estimated to be 60msec for in-
put images of a size 512 X 512. The performance of the VLSI processor is more than ten thousand times faster
than the general-purpose processor (Pentium II 400 MHz).

4 Conclusion

Based on the window-parallel and pixel-serial architecture, not only a window size but also a window shape
can be dynamically and flexibly changed. Therefore, the architecture can be applied to other VLSI processors for
image processings. One useful application is a hierarchical image processing that uses images having different
resolutions. For example, in object recognition, objects may be easily recognized in a low-resolution image since
confusing detail features in the original image does not appear in the low-resolution image. This leads to a hier-
archical approach where search for objects is begun at a low resolution, and refined at higher resolutions.

The window-parallel and pixel-serial architecture allows a simple interconnection network between on-chip
image sensor so that totally bottleneck-free architecture will be achieved.
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