
Angular distribution of different vibrational components of the X and B
states reached after resonant Auger decay of core-excited H 2O: Experiment
and theory

I. Hjelte, L. Karlsson, and S. Svensson
Department of Physics, Uppsala University, S-75121 Uppsala, Sweden

A. De Fanis
Institute of Multidisciplinary Research for Advanced Materials, Tohoku University, Sendai 980-8577, Japan
and Japan Synchrotron Radiation Research Institute, Sayo-gun, Hyogo 679-5198, Japan

V. Carravetta
IPCF-CNR, via Moruzzi 1, 56124 Pisa, Italy

N. Saito
National Institute of Advanced Industrial Science and Technology, Tsukuba 305-8568, Japan

M. Kitajima and H. Tanaka
Department of Physics, Sophia University, Tokyo 102-8554, Japan

H. Yoshida and A. Hiraya
Department of Physical Science, Hiroshima University, Higashi-Hiroshima 739-8526, Japan

I. Koyano
Department of Material Science, Himeji Institute of Technology, Kamigori 678-1297, Japan

K. Ueda
Institute of Multidisciplinary Research for Advanced Materials, Tohoku University, Sendai 980-8577, Japan

M. N. Piancastelli
Department of Physics, Uppsala University, S-75121 Uppsala, Sweden and Department of Chemical
Sciences and Technologies, University “Tor Vergata”, 00133 Rome, Italy

sReceived 29 October 2004; accepted 1 December 2004; published online 15 February 2005d

Vibrationally resolved spectra have been obtained for the lowest-lying cationic states X2B1, A 2A1,
and B2B2 of the water molecule reached after participator resonant Auger decay of core-excited
states. The angular distribution has been measured of the first four vibrational components of the X
state in the photon energy regions including the O 1s→4a1 and the O 1s→2b2 core excitations, and
for different portions of the vibrational envelope of the B state in the photon energy region including
the O 1s→2b2 core excitation. For the X state, a large relative spread inb values of the different
vibrational components is observed across both resonances. For the B state, a very different trend is
observed for the high binding energy side and the low binding energy side of the related spectral
feature as a function of photon energy. A theoretical method based on the scattering K matrix has
been used to calculate both the photoabsorption spectrum and theb values, by taking both
interference between direct and resonant photoemission and vibrational/lifetime interference into
account. The numerical results show qualitative agreement with the trends detected in the
experimental values and explain the conspicuous variations of theb values primarily in terms of
coupling between direct and resonant photoemission by interaction terms of different sign for
different final vibrational states. ©2005 American Institute of Physics. fDOI: 10.1063/1.1850898g

I. INTRODUCTION

The water molecule has been extensively studied largely
because of its relative simplicity and biological importance.
The electron configuration of the ground state is well estab-
lished and can be written as

1a1
22a1

21b2
23a1

21b1
2s1A1d ,

where 1a1 corresponds to the O 1s orbital and 2a1 is largely
due to the O 2s orbital. The 1b1 orbital is mainly associated
with the out-of-plane O 2px atomic orbital while 1b2 and 3a1
are mainly in-plane O 2py and O 2pz orbitals in antisymmet-

ric and symmetric, respectively, combination with the H 1s
orbitals.

Despite all efforts, there is still much more to learn about
this molecule. High-resolution synchrotron facilities permit
the observation of vibrational structures for cationic states
reached via resonant Auger transitions. In particular, studies
of the photon energy and angular dependence of the vibra-
tional excitations provide a wealth of new information about
the photoionization process and the electronic structure of
the molecule.

Early studies of angular distributions of photoejected
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electrons from atoms and molecules concerned photoioniza-
tion of valence electrons in the direct ionization and autoion-
ization regions.1,2 By using synchrotron radiation and beam-
line techniques the studies have been extended to inner-shell
photoemission1,3 and resonant Auger emission.4,5 Few stud-
ies focus on resonant Auger emission of molecules and have
been carried out for Cl2,

6 CO,7 HCl,8,9 and N2.
10 Investiga-

tions of angular distributions involving individual vibrations
within a resonant Auger final state have so far only been
performed on CO.11,12 A photon energy dependence of the
angular distribution of different vibrational states has been
observed for CO when exciting to different intermediate
states.12 In vibrationally resolved measurements on COsRef.
11d it has been found that the angular distribution varies
between different vibrational final states. This behavior was
attributed mainly to contributions from direct photoioniza-
tion, but no explicit theoretical analysis was presented.

For valence studies, it is well known that the variation of
the angular distribution as a function of photon energy can be
substantially influenced by autoionization processes.13–17The
reason is that the autoionization resonance causes different
enhancement and phase shift of different contributions to the
complex amplitude of the relevant photoionization
channel.18–20 We will show that this is also the case for the
resonant Auger emission involving the core excitation.
Moreover, it is expected that resonant Auger emission show
different angular anisotropy from normal Auger emission.
The angular anisotropy should be larger in the resonant Au-
ger case, where only one electron carries away angular mo-
mentum, in contrast with the normal Auger case where the
initial photoelectron can carry away some of the anisotropy
of the excitation process.4,21–23 The lifetime of the core-
excited state as well as vibrational/lifetime and direct-
resonant path interference effects may also affect the angular
distribution of resonant Auger emission.11

It is worth to note the following with some relevance to
the present study.

In studies of rare gas atoms4,24–27 and metal vapor
atoms,28,29 the angular anisotropy of resonant Auger elec-
trons has been found to be strongly affected by many-
electron interactions. For C2H2, it has been found that the
nature of the excited orbital influences the angular distribu-
tion even when the symmetries of the states involved are
alike.30 A similar effect has been noted for HCl, where the
angular distribution from two different intermediate states
having the same symmetry was found to differ.31

In the present study, we have recorded vibrationally re-
solved resonant Auger electron spectra of H2O on and
around the O 1s→4a1 and →2b2 resonances. The O 1s
→4a1 resonance is dissociative on a femtosecond time

scale32 whereas the O 1s→2b2 resonance is more long lived.
It displays vibrational structure at low excitation energies33

but there are indications that it may become dissociative at
higher excitation energies.34 The final states considered are
the first three participator decay states corresponding to the
Xs1b1

−1d , As3a1
−1d, and Bs1b2

−1d cationic states. The measure-
ments have been performed at 0° and 90° relative to the

polarization plane of the photons. From these data we have
been able to extract information concerning the angular dis-
tribution of the emitted Auger electrons.

In order to analyze some of the experimental data we
have proposed a theoretical one-step model to describe the
resonant Auger angular distribution, taking into account both
the vibrational/lifetime interference and the interference be-
tween direct and resonant photoemission. The calculations
are shown to reproduce qualitatively the main trends with the
photon energy observed in theb values.

II. EXPERIMENTAL METHODS

The data were acquired at beamline 27SU at SPring-8
using a figure-8 type undulator producing horizontally and
vertically polarized light at different overtones.35,36The light
is monochromatized using a variable line-space plane
grating.37 The polarization was determined from a separate
experiment38 and it was found that it was not entirely linear
for the present condition of the large acceptance angles of the
photon beam. The degree of polarization is estimated for the
90° and 0° polarization as 0.95±0.05 and 0.82±0.02. This
was accounted for in the procedure to determine theb val-
ues.

The electron spectrometer is a high-resolution Scienta
SES-2002 instrument employing a hemispherical electron
energy analyzer. The lens and entrance slit system of the
spectrometer are placed in the horizontal plane: the entrance
slit is parallel to the incoming photon beam direction while
the lens axis is perpendicular to it. The resulting linewidth in
the resonant Auger spectra of H2O was about 0.14 eV.

These experiments were performed under resonant Ra-
man conditions, which means that the incident photon energy
distribution, 100 meV full width at half maximumsFWHMd,
is narrower than the lifetime width of the excited state, 155
meV FWHM. Since the resonant Auger electron energy dis-
tribution is determined by the product of the photon energy
distribution and the lifetime broadening of the excited state,
subnatural lifetime widths may be obtained. Also, it allows
one for scanning different parts of the excited state potential
energy surface.

There may be sources of error that would affect the re-
sults presented below. When changing the angle between the
polarization plane of the photons and the spectrometer, there
is a change in the photon energy that needs to be compen-
sated for. Changing the direction of polarization can be done
by changing the undulator gap and selecting a different over-
tone, without changing the settings of the monochromator
and the electron spectrometer. Changing the undulator gap
however causes the change of heat load for the optics and the
temperature of the grating changes. This causes the change,
of the order of tens of meV, in photon energy passing
through the monochromator. To compensate for this energy
shift, we frequently recorded the ion yield spectrum, before
and after recording the electron spectra, as well as in be-
tween. For this ion yield measurement, we have used a total-
ion detector located upstream the electron spectrometer at the
beamline.39 Also, by checking the energy of the participator
Auger electrons of each recorded spectrumin situ, we have
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confirmed that the photon energy is indeed the one we set.
Whenever we found the energy shift in the electron spec-
trum, we compensated it by adjusting the photon energy so
that the electron kinetic energy coincides with the one we
want. We know from several investigations that by this pro-
cedure the photon energy in any given electron spectrum is
constant within ±20 meV at most.

III. EXPERIMENTAL RESULTS

Figure 1 shows the total ion yield of H2O measured over
the O 1s→4a1, →2b2, and→2b1 resonances. The photon
energy scale has been calibrated by comparison with previ-
ous measurements.33 The photon energy values at which
electron decay spectra have been obtained are marked by
dots. Figure 2 shows the resonant Auger spectra taken with
horizontally and vertically polarized radiation tuning over
the 4a1 and 2b2 intermediate states. The photon energies used
for this figure are marked in the partial electron yield spec-
trum in Fig. 1. The three spectral structures originate from
participator decay involving the three lowest-lying single-
hole states X 1b1

−1 2B1, A 3a1
−1 2A1, and B 1b2

−1 2B2. Figure
3 shows the enlarged off- and on-resonance spectra for both
intermediate states. The spectra have been normalized to the
intensity of the first vibrational peak associated with the
O 1s→2b2 spectrum obtained for horizontal polarization. As
can be seen, the participator decay to the 1b1

−1 final state is
accompanied by extended vibrational structure while tuning
over both resonances. In contrast, the 3a1

−1 state resonates
when the photon energy is on top of the O 1s→4a1 interme-
diate state while the 1b2

−1 final state is greatly enhanced on
the O 1s→2b2 resonance.

Excitations of the O–H symmetric stretching vibrational
mode n1 are clearly observed for the outermost 1b1

−1 final
state. The number of quanta increases across both reso-
nances, which suggests that the molecular equilibrium geom-
etry of the core-excited state differs from that in the final
state. In Fig. 4, we present a high-resolution resonant Auger
spectrum of the 1b1

−1 final state, taken at a photon energy,
535.95 eV,33 tuned to the top of the O 1s→2b2 resonance.
The vibrational progression associated with then1 symmetric

stretching normal mode, which consists of only four peaks in
direct photoemission,40 extends over a wide energy range
and crosses the broad peak associated to the 3a1

−1 final state.
In addition to the progression from then1 mode, one can
observe some weak lines originating from then2 bending
mode. Very few vibrational modes can be seen for this latter
mode, which implies that the molecule does not bend much
in the intermediate core-excited state. The extendedn1 sym-
metric stretching mode on the other hand shows that the
molecule exhibits much dynamical behavior during the same
short sa few femtosecondsd time interval.

The energies of then1 progression are shown in Table I.
The vibrational constants, obtained by fitting a parabolic
polynomial insn+1/2d to these data, areve=0.4064 eV and
vexe=0.0043 eV. These values are slightly larger than the
valuesve=0.396 eV andvexe=0.0039 eV obtained from IR
measurements,41 but rather close to previous values from
UV-photoelectron spectroscopy.40 The discrepancies may be

FIG. 1. Absorption spectrum of H2O measured in the partial electron yield
mode below the O 1s ionization threshold. The dots indicate the photon
energies at which resonant Auger spectra have been obtained.

FIG. 2. Resonant Auger spectra measured with horizontallysdotted lined
and vertically ssolid lined polarized radiation. The photon energy values
correspond to the positions marked in Fig. 1.
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explained by the uncertainty in the line positions in the elec-
tron spectra due to the extensive rotational substructure. An-
other source of uncertainty is the presence of the 3a1

−1 state in
the case of the higher vibrational components.

We have studied the angular dependence of the first four
vibrations of the 1b1

−1 final state and used the well-
established equation

ds

dV
=

stotal

4p
b1 +

b

4
s3P cos 2u + 1dc s1d

to obtain the photoelectron asymmetry parameterb.42

In this expression, ds /dV is the differential cross sec-
tion, u is the angle between the detected electron and the
plane of the radiation, and P is the degree of plane polariza-
tion. For the 90° and 0° directions, values of P are 0.82 and
0.95, respectively.38 In order to obtain the relative intensities
of the structures, a linear background has been subtracted
from the data. In addition, the fitting procedure included a
region containing a large portion of the 3a1

−1 final state in

order to remove direct contributions to the intensity arising
from this state. The first four vibrational peaks were fitted
under the assumption that the vibrational energy separations
are identical to those in Table I for each resonant Auger
transition.

The resulting photoelectron asymmetry parameter for the
1b1

−1 final state, obtained at several points across the O 1s
→4a1 and→2b2 resonances, is shown in Fig. 5. Apparently,
there is a large variation in the asymmetry for the different
vibrational components. All vibrations excepts0,0,0d have
a low b value across each resonance, in particular for the
O 1s→4a1 resonance, where most values are negative. For

TABLE I. Vibrational energies in the resonant Augersparticipatord electron
band of the Xs1b1

−1d final state.

Vibrational quantum number Binding energyseVd

0 12.622
1 13.029
2 13.420
3 13.797
4 14.166
5 14.528
6 14.879
7 15.240

FIG. 4. High-resolution resonant Auger spectrum of the Xs1b1
−1d state, ob-

tained at a photon energy of 535.95 eV, corresponding to the maximum of
the O 1s→2b2 resonance.

FIG. 5. Top: asymmetry parameterb derived for the first four vibrational
components A, B, C, and D of the Xs1b1

−1d state in the photon energy region
including the O 1s→4a1 and O 1s→2b2 resonances. Bottom: resonant Au-
ger spectrum for the Xs1b1

−1d state, showing the symbols used in the top part
for the first four vibrational peaks.

FIG. 3. Off- resonance spectrum and on-resonance spectra obtained at pho-
ton energies corresponding to the top of the O 1s→4a1, O 1s→2b2 inter-
mediate states, respectively, with horizontal polarizationssolid lined and
vertical polarizationsdotted lined. The spectra have been normalized to the
intensity of the first vibrational peak obtained for horizontal polarization.
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the first vibrations0,0,0d, b is essentially positive and seems
to increase gradually with increasing photon energy. This
deviating behavior may be due to a contribution from direct
photoionization and even interference effects as previously
observed for the photoionization branching ratios of
neon,43,44 argon,45,46 and CO,47 where the relative intensities
of some final states displayed marked differences when tun-
ing the photon energy on and around the core excitation reso-
nance.

There is also a large variation of the intensity of the
1b2

−1 2B2 final state as the photon energy is tuned across the
O 1s→2b2 resonance. The shape of the band changes, with
the center of gravity of the structure shifting towards higher
binding energy, as the photon energy is increasedssee Fig.
2d. The photoelectron asymmetry parameter obtained for this
state is shown in Fig. 6. Since this band is not clearly vibra-
tionally resolved, the asymmetry parameter was obtained by
dividing the structure into several different binding energy
sections and taking the area of each section. The center of
each section is marked in the figure. As can be seen, for
binding energies below 18 eV,b varies with the photon en-
ergy in a remarkable different manner than for the higher
binding energies.

As seen in Fig. 2, the electron emission associated with
the 1b2

−1 final state is apparently isotropically distributed in

the off-resonance spectrum as well as when tuning over the
4a1 intermediate state. This is, however, not the case when
tuning over the 2b2 intermediate state. There is a very clear
dependence on the intermediate state.

There are several sources of error which can affect the
determination of theb values for the different vibrational
components of the 1b1 state. To compensate for the influence
of the neighboring and partially overlapping spectral feature
related to the 3a1 final state, an extended region including
this final state has been used in the curve fitting of the 1b1

final state as can be seen in Fig. 4. This is done so that the
background can be properly determined. The effect is stron-
gest for the v4 peak but also the v3 is affected on top of the
O 1s to 4a1 and 2b2 resonances. The uncertainty is therefore
higher for these two final state vibrations.

The first three components of the bending mode vibra-
tional substructure are included in the fitting. As these are
well known from previous works40 their position as well as
intensity can be very well accounted for and therefore induce
a negligible error in the determination ofb for the stretch
mode vibrations.

Any difference in efficiency due to, e.g., beam position
at the two different polarization angles can be discovered by
performing normal Auger at the two angles, normalizing to
the intensity of the radiation, and comparing the two spectra.
This provided a value of a 2% difference between the polar-
izations.

The largest source of error in the calculation of the pho-
toelectron asymmetry parameter originates in the determina-
tion of the partial cross sections of the features studied. To
estimate the error for the 1b1 final state a fitting routine has
been used allowing an extraction of the standard deviation
for each parameter used in the original fitting of each spec-
trum. This gives an error that is on the order of 10% for the
different fitted peaks, where the features with a low signal to
background ratio are a bit higher while the on-resonance fea-
tures are lower. The final error in the determination of theb
parameter then is on the order of ±15%. If this is applied to
the graph of the 1b1 final state in Fig. 5 it is clear that the
general trends of the variation in theb parameter remains the
same.

Determining the error for the 1b2 final state is more dif-
ficult as theb parameter was found by observing how dif-
ferent areas of the spectral structure changed with the photon
energy. Here the error is most likely larger than for the 1b1

final state but this still cannot explain the differences in be-
havior below and above 18 eV binding energy as seen in
Fig. 6.

IV. THEORETICAL METHODS AND RESULTS

In the Born–Oppenheimer approximation the vibronic
fC selectronicd, x svibrationaldg wave functions for the
ground, the intermediatesresonantd, and the final scon-
tinuumd states of a resonant photoemission process in a mol-
ecule can be written, respectively, as

ug,0l = uCglux0
gl sgroundd, s2d

ur,il = uCrluxi
rl sresonantd, s3d

FIG. 6. Top: asymmetry parameterb derived for several portions of the
spectral feature related to the Bs1b2

−1d statessee textd in the photon energy
region of the O 1s→2b2 resonance. Bottom: resonant Auger spectrum for
the Bs1b2

−1d state, showing the symbols used in the top part for the different
portions of the peak.
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uf, jl = uC flux j
fl sfinald. s4d

Following the Franck–CondonsFCd principle, we will write
the dipole transition moments for transitions from the ground
state to the final and the resonant state, respectively, as

kg,0ur̂ uf, jl , kCgur̂ uC flr,R0
kx0

gux j
flR=tfF0j

gf , s5d

kg,0ur̂ ur,il , kCgur̂ uCrlr,R0
kx0

guxi
rlR = trF0i

gr , s6d

and the Coulomb coupling between resonant and final con-
tinuum states as

kr,i uĤuf, jl , kCruĤelecuC flr,R0
kxi

rux j
flR = Vr

fFij
rf , s7d

wheret is an electronic transition dipole moment andF is an
overlap between vibrational wave functions. In Eqs.s5d–s7d
the subscriptsr andR indicate that the integrations are per-
formed, respectively, on the electronic and nuclear coordi-
nates, whileR0 indicates that the nuclear coordinates are
fixed at the equilibrium geometry of the ground state. The
assumption of a negligible dependence from the nuclear ge-
ometry in the FC region is well justified, in the present con-
text, both fort andV.48

The amplitude for the direct photoemission process
saway from any resonanced is proportional totfF0j

gf. For the
calculation of the angular distribution parameterb, the elec-
tronic final state in the continuumuC fl is conveniently de-
composed in partial waves andb is obtained as a ratio of
linear combinations of dipole transition moments between
ground state and partial waves, i.e., a linear combination of
partial waves amplitudes.49 For a given final vibrational state
ux j

fl, the vibrational factorF0j
gf is the same for each one of

these dipole transition moments; as a consequence it does not
affect the ratio and thusb, in the Born–Oppenheimer ap-
proximation, results to have the same value for each final
vibrational state. In the case of high photoelectron energy,
for instance for photon energies in the region of core excita-
tions, the dipole transition moments for valence ionization
have a weak energy dependence. Theb parameter for direct
valence ionization is almost constant, in a range of a few eV,
for high photon energies away from the resonance.

The situation is different in the case of valence resonant
photoemission, e.g., at photon energies close to that of a
core-excited state, because a resonant amplitude adds to and
can interfere with the direct amplitude of Eq.s5d. The reso-
nant amplitude that can be shortly written as

trF0i
grVr

fFij
rf

v − vri + iG
s8d

for a single vibronic resonance,47 has evidently a vibrational
factor different from that of the direct amplitude in Eq.s5d,
and it is strongly energy dependent by the denominator,
wherev is the photon energy,vri =Eri −Eg0 is the excitation
energy andG the linewidth of the vibronic core-excited state.

Considering that the resonant amplitude on top of a core
resonance is typically 10–100 times larger than the direct
amplitude, its contribution to the total photoemission ampli-
tude, despite the decreasing factor due to the denominator,
can remain relevant in an energy region around the reso-

nance as large as several times the linewidth of the reso-
nance. The direct and resonant amplitudes add up with posi-
tive interference on one side of the resonance and negative
interference on the other side; this gives origin to the well
known asymmetry of the resonant photoemissionsFanod
profile.18 The deviation from the symmetricsLorentziand
profile obtained by neglecting the direct term is rather small
but it may lead, anyway, to a relevant energy dependence of
the valence photoemission branching ratios, as was proved
by an experimental and theoretical investigation on resonant
photoemission around a core-excited state of COsRef. 47d
and recently recognized also for atoms,43,44 following the
pioneer measurements on Ar.45

We already pointed out that, as well as the ionization
branching ratios, theb parameter is given by a ratio of linear
combinations of partial waves amplitudes. Depending on
symmetry selection rules, some of these amplitudes will have
a resonant, energy dependent contribution for photon ener-
gies around the core excitation, giving origin to an energy
dependentb. Again, as in the case of the branching ratios, it
is the presence of a ratio in the expression of the molecular
properties, the anisotropy parameter in the present case,
which amplifies the effect of the interference between direct
and resonant amplitude. Thereforeb, which is practically
constant for photon energies far away from the core reso-
nance where the direct ionization is dominant, turns out to be
strongly energy dependent for detunings from the resonance
as large as 1 eV, where the resonant contribution to some
partial wave amplitudes still remains larger or comparable to
the direct contribution.

In order to verify quantitatively the hypothesized effect
on b of both vibrational/lifetime interference and interfer-
ence between direct and resonant photoemission, we consid-
ered a one-step theoretical model for resonant photoemission
including one or twosi =1,2d vibronic states corresponding
to the same electronic core resonancesrd merged in the high
energy continuasdifferent partial wavesd due to the ioniza-
tion of a valence shellf leaving the molecule in a specific
vibrational statej . The interaction of a number of discrete
states and a number of continua can be conveniently de-
scribed, from a computational point of view, by a theoretical
method based on the scattering K-matrix approach projected
on a basis set, which has already been extensively applied to
the simulation of molecular photoionization in the low en-
ergy region.49,50The main quantities needed for such a simu-
lation are the electronic and vibrational matrix elements in
Eqs. s5d–s7d. The electronic quantities at fixed ground state
geometry, namely, core excitation energysEr −Egd, valence
ionization potentialsEf −Egd, resonantstrd and final stfd di-
pole transition moments, Coulomb couplingsVrfd and partial
wave phase shifts, have been computedab initio for H2O in
the static-exchange approximation by a one-center expansion
on a basis set of L2 functions49 sSTOCOSd that, having an
oscillating factor, are particularly efficient for the description
of continuum states even in the high energy region consid-
ered here.51,52 In the calculation the core-excited state O 1s
→2b2 and the valence ionization channel 1b1

−1 were consid-
ered. In what concerns the vibrational quantities, we avoided
computationally demanding calculations that would be be-
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yond the scope of the present theoretical model of resonant
photoionization, and adopted reasonable values for the vibra-
tional energy of the resonant state and for the vibrational
overlaps F that must be seen as parameters that make the
model valid in a wider context. For the factorsF in Eqs.
s5d–s7d we made the assumption, justified by the different
nodal structure of the vibrational functions, that, even for the
same final electronic state, they may have a different sign for
different vibrational resonant statesi. It can be pointed out
that the occurrence of vibrational overlaps of opposite sign in
the resonant photoionization of CO by decay from different
vibrational levels of the C 1s→p* state has been verified
experimentally in a recent investigation,11 where the
vibrational/lifetime interference, but not the interference be-
tween direct and resonant path, was explicitly considered in
the interpretation of the large variations observed in the an-
isotropy parameter. As will be shown in the following sec-
tion, the relative sign of factorsF, more than their effective
absolute value, is relevant in the modulation ofb for photon
energies close to the vibrational resonances by a complex
mechanism including both types of interference effects.

V. DISCUSSION

In the present experiment, the final states are the same,
but with changing photon energy we reach these final states
via different intermediate states. As the present results show
ssee, e.g., Figs. 2 and 3, in particular, what concerns the
1b2

−1 final stated, different intermediate states result in dif-
ferent angular distributions of the emitted electrons. We deal
with two intermediate states of different character, one
sO 1s→4a1d is dissociative on an ultrafast time scale and the
other sO 1s→2b2d is bound, perhaps becoming dissociative
at higher energies. The substantial differences in the angular
distributions of the emitted electrons, in particular of the
1b2

−1 final state, can be attributed to the intermediate states.
It is well known that there is a selectivity that comes into

play in the core excitation process, since the linearly polar-
ized light will be preferably absorbed by those molecules
having the excited orbital aligned to the polarization axis. A
core excitation tends to produce an excited molecule with a
definite symmetry and orientation42 and the angular depen-
dence of the excitation can be measured using angular re-
solved ion yield measurements. Auger decay also contains its
own angular distribution that depends on the symmetry of
the final state. The angular distribution of the emitted elec-
tron in resonant Auger decay would then reflect both these
effects. Knowing this, it has been proposed to calculate the
angular dependence of the Auger decay using the simple
expression

b = bmca, s9d

wherebm is an alignment parameter describing the asymme-
try of the molecular orientation following photoabsorption
while ca is the asymmetry of the Auger decay.29 This rela-
tionship was originally derived for cylindrically symmetric
molecules and a prerequisite is that the excitation and deex-
citation processes can be completely separatedstwo-step pro-
cessd. In the present case of resonant Auger deexcitation,

instead of normal Auger decay, of a triatomic molecule, Eq.
s9d may not be applied in a straightforward way. In fact, the
measured values of asymmetry parameters change across the
resonance, whereas Eq.s9d predicts a constant value for a
resonance.

There can be several reasons for this, the most obvious is
that a resonant Auger process may not be described as a
two-step process, i.e., the basic assumption of Eq.s9d. It can
be noted that Kukket al.11 have reported unphysical values
of ca in the case of CO. This molecule is cylindrically sym-
metric and one might therefore suggest that it is mainly the
“one-step” character of the resonant Auger process that
makes Eq.s9d not valid: they ascribed the breakdown of the
two-step model to the contribution from the direct photoion-
ization, as well as the vibrational/lifetime interference.

We need then to analyze the present experimental data
adopting a more sophisticated one-step theoretical model that
describes correctly the symmetry of H2O and that includes
both vibrational/lifetime interference and interference be-
tween direct and resonant photoemission; this was done by
the calculations described in the preceding section. The pro-
posed model has a general validity but let us consider it
focused on the interpretation of the energy dependence ofb
for the 1b1

−1 channel in the region of the O 1s→2b2 reso-
nance, because in this case different final vibrational states
are very well resolved, as shown in Fig. 4, and the clearly
different energy dependence for each one of such vibrational
states was easily measured.

Let us start by considering a single intermediate vibronic
state coupled to the partial waves describing the ionization of
the valence shell leaving the ion in a specific vibrational
state. By this model, we will not take into account, of course,
any vibrational/lifetime interference, but the interference of
the direct and the resonant photoemission path will be prop-
erly treated.47 The photoemission from the 1b1 orbital, with
contributions from 1b1

−1→«a1
sdirectd, 1b1

−1→«b1
sdirectd,

1b1
−1→«a2

sdirect1resonantd, is considered explicitly in this
model, while an “effective” linewidth of the resonance is
obtained by the coupling to an effective continuum repre-
senting all the other possible decay paths. The results of the
K-matrix calculations for this model are collected in Fig. 7,
where, as well as in the other figures mentioned in the fol-
lowing, the full line gives the photoabsorption cross section
sarbitrary unitsd, the dotted line gives the 1b1

−1 photoemission
cross sectionsarbitrary unitsd and the heavy full line gives
the 1b1

−1b parameter as a function of photon energy. The
relative photon energy is defined taking the lowest-lying
resonance as origin.

Results of calculations using different values ofFij
rf s“p”

means positive, “n” negative, and 2 indicates a doubled
valued are presented for comparison, as discussed in the fol-
lowing. As mentioned before, calculations have been done
for the O 1s→2b2 core-excited state. However, the absolute
energy of the resonance is not relevant in the following dis-
cussion and its value has been taken as energy origin in the
present and in the following figures. It is quite clear, from the
top-left spd graph in Fig. 7 that the presence of the resonance
leads to a strong dependence ofb on the photon energy, with
a clear asymmetry with respect to the absorption profile. A
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minimum of b appears on the low energy side where the
negative interference of direct and resonant amplitudes oc-
curs; this interference gives rise also to an asymmetry of the
photoemission profilesdotted lined that is, however, hardly
visible in the figure. The result of the calculations ofb with
the proposed one-step model confirm that, as well as it was
found for the ionization branching ratios47 in “participator”
Auger decay of a molecular core resonance, also the aniso-
tropy parameter shows a strong energy dependence for rela-
tively large detuning from the resonance, due to a different
resonant, or not resonant, behavior of the different partial
wave amplitudes49 contributing tob. As in the case of the
branching ratios, it is the presence of a ratio of partial wave
amplitudes in the expression ofb,49 which makes the inter-
ference between direct and resonant channels, that hardly
affects the photoemission profile and it is practically negli-
gible in the absorption profile, so important for the electron
angular distribution. The details of the dependence ofb from
the photon energy around the resonance and, in particular,
the position of the minimum depend, of course, on the mo-
lecular quantities entering in the expression of the direct am-
plitude fEq. s5dg and of the resonant amplitudefEq. s8dg.
Even considering a single vibronic resonant statesi =1d as in
the present case, a dependence from the character of the final
vibronic state through the factorF1j

rf remains. If the value of
this factor is doubled we obtain the results presented in the
bottom-left s2pd graph of Fig. 7 whereb shows a deeper
minimum shifted to lower energy. Depending on the actual
“shape” ofux j

fl, which can be rather complex in a polyatomic
molecule, the sign ofFij

rf can also change sign for differentj .
Adopting forFij

rf the same value used for the results shown in
the top-leftspd graph of Fig. 7, but with the opposite sign, we
get the results shown in the top-left graph of Fig. 7. In this

caseb shows a minimum on the high energy side of the
resonance, in agreement with a negative interference occur-
ring now on that side.

The effect is emphasized by using a doubled negative
value s2nd for Fij

rf . In all the graphs we considered so far,b
shows a sharp variation through the resonance band, either
increasing or decreasing with the photon energy. A more
complex behavior is obtained when the absorption band is
formed by a number of peaks corresponding to different
resonant vibronic states, due to the additional interference
occurring among the resonant vibronic peaks. In order to add
this vibrational/lifetime interference effect to our theoretical
model, we extended it to two resonant vibronic statessr , i
=1,2d of different intensitysF01

gr =0.9,F02
gr =0.7d and shifted

in energy of about 0.2 eV. The results of this calculation,
using for bothF1j

rf and F2j
rf the same absolute value of the

vibrational factor employed in the calculation shown in the
top panels of Fig. 7, are displayed in Fig. 8. The four graphs
spp,np,pn,nnd refer to the different sign combinations that
can be, in principle, realized for these two vibrational factors,
depending on the shape of theux j

fl wave function considered.
The four graphs showb profiles more complex than the one
obtained for a single resonant state and that can be compared
to the ones measured for the 1b1

−1 channel through the
O 1s→2b2 band of H2O. In particular the most peculiar
profiles measured for the B and D final state bandssFig. 5d
seem to correlate quite reasonably to the computed profiles
np andpn, respectively.

The electronic structure of the 1b2
−1 2B2 final state has

previously been discussed using two different models.53 In
one model, the state is assumed to be predissociated by two
repulsive states4A9 and2A9.54,34In the other model a conical

FIG. 7. Results of the K-matrix calculations. The full line gives the photoabsorption cross sectionsarbitrary unitsd, the dotted line gives the 1b1
−1 photoemis-

sion cross sectionsarbitrary unitsd, and the heavy full line gives the 1b1
−1b parameter as a function of photon energy. In the different panels “p” stays for

“positive,” “n” stays for “negative,” and “2” indicates a doubled value for the overlap between the vibrational wave functions of the resonant state and of the
final state. The relative photon energy is defined taking the lowest-lying resonance as origin.
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curve crossing is suggested between the2B2 and 2A1 final
states.55 Previous UV-photoelectron measurements at higher
resolution such as those reported in Refs. 40 and 53 show a
distinct vibrational structure at binding energies below 18 eV,
whereas at higher binding energies the structure merges into
a complex set of broad peaks. This could be indicative of the
lifetime broadening that occurs for short-lived dissociative
states as suggested in the first model. However, several re-
ports find that this model is inadequate to explain many
observations53,55,56 and therefore rather favor the second
model involving a conical curve crossing with the2A1 state
via excitation of the v2 symmetric bending. Such a crossing
over into the2A1 state could explain the large change of the
b parameter and suggests that the curve crossing takes place
around 18 eV.

The less clear picture of the energy dependence ofb
obtained in the case of the 1b2

−1 channelsFig. 6d can be
reasonably ascribed to the partial dissociative character of
the 2B2 state that does not allow a resolution of the indi-
vidual vibrational final states. However, it should be pointed
out that the proposed theoretical one-step model, although at
present focused on the analysis of the observed energy de-
pendence ofb in the region of the O 1s→2b2 resonance, has
a general validity for the description of the “participator”
Auger angular distribution. In fact, it can be observed that
also the experimental results forb of the 1b2

−1 channel in Fig.
6, that may, at first sight, appear different from those of the
1b1

−1 channel in Fig. 5, can be possibly rationalized by the
proposed theoretical model and it can be said that the char-
acter of the modulation ofb with the photon energy is, in
reality, not so different from the one observed for the 1b1

−1

channel.

VI. CONCLUSION

We have measured the angular distribution of the first
four resolved vibrational components of the 1b1

−1 state
reached after resonant Auger decay of the O 1s→4a1 and the
O 1s→2b2 core excitations and the trend of the angular dis-
tribution of different portions of the vibrational envelope
of the 1b2

−1 state reached after resonant Auger decay of the
O 1s→2b2 core excitation in water. We observe a strong
variation on the angular distribution of emitted electrons as a
function of which vibrational final states are reached after
resonant Auger decay for both the 1b1

−1 and the 1b2
−1 states in

core-excited water. For the 1b1
−1 state the most striking result

is a large relative spread in the angular distribution parameter
values for the first four single vibrational components across
both resonances. For the 1b2

−1 state, the different trend in the
angular distribution for different portions of the vibrational
envelope can be, at first, ascribed to the dissociative nature of
this final state above 18 eV binding energy.

We have shown that the extension of the model usually
applied to describe normal Auger angular distributions to our
resonant Auger case, based on a two-step description of the
process,29 fails to explain the observed excitation energy de-
pendence ofb. We have then proposed a more realistic one-
step picture of the resonant photoemission process, including
both vibrational/lifetime interference and interference be-
tween direct and resonant path, for the calculation of the
photoelectron angular distribution. Since the quantitative
agreement is not very informative and would require exten-
sive and time-consuming calculations, we have presented a
numerical simulation, based on the K-matrix approach and,
partially, onab initio calculations of the relevant molecular

FIG. 8. Results of the K-matrix calculations extended to two resonant vibronic states. The full line gives the photoabsorption cross sectionsarbitrary unitsd,
the dotted line gives the 1b1

−1 photoemission cross sectionsarbitrary unitsd, and the heavy full line gives the 1b1
−1b parameter as a function of photon energy.

In the different panels again p stays for positive and n stays for negative value for the overlap between the vibrational wave functions of the resonantstate and
of the final state. The four graphsspp,np,pn,nnd refer to the different sign combinations that can be realized for the two vibrational factors corresponding to
the two resonant vibronic states. The relative photon energy is defined taking the lowest-lying resonance as origin.
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quantities, ofb for the 1b1
−1 decay channel of the O 1s

→2b2 resonance only, where the experimental data show a
more clear dependence from the photon energy detuning.

From the comparison of experimental and theoretical re-
sults we conclude that the observed strong vibrational final
state dependence ofb for valence photoemission close to the
core-excited states of H2O can be ascribed to a mixing of
vibrational/lifetime interference and interference between di-
rect and resonant photoemission. The relative sign of the
coupling between discrete resonant states and continuum fi-
nal states, modulated by the overlap between the vibrational
wave functions, gives origin to different trends of the energy
dependence for different final vibrational states.
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