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                   Abstract 

  Atmospheric aerosols substantially affect the radiation budget of the earth-

atmosphere system in both direct and indirect ways. The direct effect is related to 

scattering and absorption of solar radiation by aerosol particles. The indirect effect is 

seen in the way aerosols influence optical properties and the lifetime of clouds through 

cloud formation processes. It is well known that aerosols are extremely variable, both 

temporally and spatially. The aerosol radiative effects depend on various parameters 

such as size distribution, refractive index, and chemical components of aerosol particles. 

This makes it difficult to precisely assess the influence of aerosols on the radiation 

budget of the earth-atmosphere system. Therefore, it is important to document the 

radiative-forcing and the vertical profiles of aerosol properties, on which knowledge is 

extremely insufficient. Most of the reported profiles are limited to the vertical 

distribution of total aerosol concentration, and not for the vertical distribution of size 

distribution, refractive index and chemical component of aerosol particles. Therefore, it 

is highly demanded to retrieve such parameters since these parameter control the 

radiative energy and also generation of clouds. 

  We can classify the instruments used for remote sensing of aerosols into two 

categories; one is such passive instruments for measuring the solar radiation as 

pyranometer, spectro-radiometer, and sun-photometer. The other is active instruments as 

lidar (Light Detection and Ranging), which transmits artificial light and detects light 

scattered back by aerosols. The radiometers as passive instruments have two advantages 

over active instruments; one is that spectral radiometers can measure at many 

wavelengths having a potential possibility to estimate various aerosol parameters. The 

other advantage is that they are generally less expensive and easier to operate. Lidar as 

active instruments has a very strong point that the passive instruments never have; that 

is, lidar can measure vertical distribution of aerosols, even in the air-column between 

the instrument and clouds under cloudy condition. Being motivated by the above-

mentioned arguments, the present studies aim to obtain the aerosol properties. In order 

to overcome problems found in the past studies, we develop algorithms that have new 

several key features to retrieve temporal and vertical distributions of aerosol properties 

such as radiative-forcing, size distribution, refractive index and types of aerosols by 

passive and active remote sensing from the surface, and apply the algorithms to the



actual observational data. 

  The structure and contents of the thesis are described in the followings. In Chapter 2, 

we discuss the optical properties and radiative effects of aerosols retrieved from solar 

radiation measurement with passive instruments. The surface direct radiative-forcing 

and optical properties of aerosols have been estimated from a ground-based 

measurement, which was made under clear-sky conditions in Tsukuba from April 1997 

to March 1999. The global and diffuse irradiances in the total and near-infrared (NIR) 

solar spectral regions were simultaneously measured by using two sets of the total-band 

and NIR-band pyranometers, respectively. The visible (VIS) band irradiances were also 

estimated by taking differences between the total-band and NIR-band irradiances. The 

spectral aerosol-optical-thicknesses (AOTs) at six wavelengths were also measured with 

a sun-photometer. By combining the spectral AOTs and the surface diffuse irradiances, 

we have developed an algorithm for simultaneously estimating the aerosol size-

distribution and imaginary index of refraction. This study has three advantages: first, we 

estimate the aerosol radiative-forcing in the total, VIS, and NIR bands. The solar 

irradiance measured in the total-band can be strongly affected by water-vapor 

absorption that occurs mainly in the NIR region. It is therefore useful to measure 

separately the VIS-band and NIR-band irradiances, in order to discriminate between 

effects on the surface solar radiation due to water vapor and aerosols. Secondly, the data 

set from the two-years-long observation enables to investigate seasonal variations of 

aerosols. We discussed the seasonal variations of typical aerosol features in the Tsukuba 

area. Thirdly, by combining the measurements made with four pyranometers as well as 

a sun-photometer, we can estimate not only the aerosol radiative-forcing, but also such 

optical properties as the effective size distribution, imaginary index of refraction, and 

single-scattering-albedo. 

  Seasonal variations of the broadband surface radiative-forcings and retrieved 

optical-properties of the columnar aerosols have been studied. We found a close 

correlation among these parameters, with similar features of seasonal variations. In 

winter the columnar aerosols exhibit the minimum surface radiative-forcing and a 

minimum AOT, but the maximum  mrvalue of 0.04. The opposite is true in summer, 

when the minimum  mrvalue of 0.02 was estimated. The surface radiative-forcing in the 

VIS-band was estimated to be almost four times larger than in the  MR-band. The total-

band aerosol forcing-efficiency is defined as the change in the surface radiative-forcing



in the total-band due to a unit increase of AOT at 500 nm. This has its largest magnitude 

of —219 W  rn-2 in winter, and its smallest magnitude of —150 W  tn-2 in summer. The 

results suggest that the correlated seasonal variations between the aerosol radiative-

forcing and the optical properties may result from seasonal changes in the dominant 

aerosol components. 

  In Chapter 3, we describe a new algorithm to using a dual-wavelength polarization 

lidar that allows to retrieve vertical profiles of aerosols. The lidar has three channels for 

measuring the co- and cross-polarization components at wavelength A = 532  nm and 

total component, i.e., co-polarization + cross-polarization, at A = 1064  nm. With the 

three channel data, at first we assumed two types of aerosol models made of different 

combinations of three components of water-soluble, sea-salt and dust particles, whose 

extinction coefficients are denoted by  a,  crss and  am, respectively. One type is a 

combination of water-soluble and sea-salt particles, and the other is a combination of 

water-soluble and dust particles. The polarization data at A = 532 nm is used to 

discriminate the aerosol types. We developed a sequential retrieval algorithm to estimate 

vertical profiles of the extinction coefficients for each aerosol component upwardly 

from the surface. 

  The algorithm mainly has the following advantages; 

(1) This algorithm uses the three channel data measured with the lidar, contrary to the 

widely used lidar algorithm such as  Fernald or Klett type inversion algorithm which rely 

on only one wavelength where these require an assumption of the constant extinction-

to-backscattering ratio (S). This essential difference makes possible to discriminate and 

estimate three aerosol components. This implies that the size distribution and refractive 

index of aerosols are vertically fixed. On the other hand, our algorithm overcomes this 

issue; the S-value can be variable with altitude. 

(2) It is possible to obtain the aerosol optical properties at any wavelength and aerosol 

number 

(3) The algorithm is a sequential type i.e., retrieves the vertical distribution of aerosols 

upwardly from the surface. This enables to get the properties even under cloudy 

conditions. This is one unique point and we would like to distinguish our algorithm 

from others also from this aspect. 

  Although we have not yet conducted the validation experiments to our algorithm, 

instead, we have performed intensive numerical experiments to test the validity of the



algorithm. Through the simulations, we have estimated errors in the retrieval of  a„,  ass 

and  am, due to the assumption used in the algorithm and caused by measurement 

uncertainties. It turns out that the assumption for the vertical profiles of aerosols under 

the lowest layer, does not contribute to the retrieval results, i.e., the errors in extinction 

coefficient are less than  10%. For the measurement uncertainty of 5 %, the errors in the 

extinctions for dust and water-soluble aerosols are about 20% and  30%, respectively for 

optical thickness = 0.05 and the concentrations of dust and water-soluble aerosols are 

10% and 90% of the total, respectively. The error of each component is smaller with the 

increase of the concentration-ratio of the component. The performance of the algorithm 

for mixture of the dust and water-soluble case turns out to be better compared with that 

for mixture of sea-salt and water-soluble case. The validation of the algorithm is 

definitely important and we are planning to conduct the experiment for the comparison 

between the Mie-Lidar and Raman-lidar  / high spectral resolution lidar. Since Raman or 

high spectral resolution lidar can directly provide S parameter. 

  In Chapter 4, we applied the developed algorithm described in Chapter 3 to data 

obtained from the lidar developed by NIES (National Institute for  Environmental 

Studies) installed on the marine research vessel Mirai of JAMSTEC (Japanese Maritime 

Science and Technology Center). The observation cruise, Mirai  MR01-K02, was carried 

out in an western Pacific Ocean area, south-east off the Japan Island, from 14 to 27 May, 

2001. In the analysis, we removed data contaminated by clouds and rain by using both 

of the data measured with the lidar and an accompanied 95-GHz radar. The 

simultaneous measurements with the ship-borne lidar and cloud-radar were the first trial 

in the world. The data set are expected to be effective for validation of and comparison 

with satellite remote sensing as well as products from such numerical models as aerosol 

transport models and cloud-resolving models. In the analysis, for the  first time in the 

data analyses of the lidar measurements, we remove the data contaminated by clouds 

and rain by using both the data measured with the lidar and cloud-radar. Then by the 

application of the algorithm to the lidar data due solely to aerosols, we estimated the 

vertical distribution of extinction  coefficient at A = 532 nm of water-soluble, sea-salt 

and dust from three channel data measured with dual wavelength lidar with polarization 

function. It is found that sea-salt aerosols and water-soluble aerosols mostly existed in 

the planetary boundary layer below altitude of 1 km. A few aerosol-rich air-masses 

dominated by water-soluble and dust particles were sometimes found between the



altitudes of 1 km and 4 km. The vertical profiles of the extinction of water-soluble, sea-

salt and dust for averaged over the whole observation period, showed to be in the range 

of 0.02-0.06, 0.02-0.03, and 0.01-0.02  km-', respectively. We investigated the 

correlation between the concentration of sea-salt aerosols at several altitudes and the 

surface wind velocity measured onboard. The relation was distinctly different from the 

reported ones obtained at the sea-surface level  [Erickson et al., 1986]. Further, we 

compared the vertical profiles of extinction retrieved under clear-sky and cloudy 

conditions, and found extinctions under cloud layers were generally larger than those 

for the clear-sky cases. 

  We compared the temporal and spatial distributions of aerosols retrieved in this 

study with those simulated by three dimensional aerosol transport model developed by 

 Tamura et al. [2003] along the Mirai cruise track. It is found that the distributions of 

each aerosols are consistent with those simulated by the model. The simulation by the 

model showed that the origins of the dust were Gobi desert and that of sulfate is from 

seaboard of China. There is a significant difference in the strength of concentration of 

sulfate, i.e., the Takemura's model tends to produce lager sulfate concentration. 

  In Chapter 5, we summarize the results obtained in this study of the passive and 

active remote sensing of aerosols, and discuss potential applicability of the aerosol 

retrieval algorithm developed in this study. Both of the algorithms developed for passive 

and active remote sensing are extremely useful to estimate the temporal and spatial 

distributions of various optical and microphysical parameters of the tropospheric 

aerosols. The developed algorithms may be applicable to measurements carried out on 

the other stations and/or platforms. The algorithm developed for passive remote sensing 

will be applicable to routine surface radiation measurements operated at worldwide 

stations, with an extension of spectral aerosol-optical-thickness  (AOT) measurements. 

The active  algorithm will be able to improve for data from a space-borne dual-

wavelength polarization lidar, installed on CALIPSO satellite (Cloud-Aerosol Lidar and 

Infrared Pathfinder Satellite Observations satellite; NASA/ESSP); the satellite is 

planned to be launched in  April  2005. 

  As a future work, a synergy use of passive and active instruments will be useful for 

more reliable and widely applicable retrievals of the temporal and spatial distribution of 

aerosol properties. Such algorithm will enable us to simultaneously estimate extremely 

variable optical properties and  microphysical properties of tropospheric aerosols.
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  Chapter 1 

General introduction

  Recently it is well recognized that atmospheric aerosols affect the radiation budget of the 

earth-atmosphere system. Currently, two effects of aerosols are known to be important, i.e., 

direct and indirect effects. The direct effect is directly related to scattering and absorption of 

solar radiation by aerosol particles [e.g.,  Charlson et al., 1992;  Kiehl and Briegleb  1993]. The 

indirect effect is seen in the way aerosols influence optical properties and the lifetime of 

clouds through cloud formation processes  [e.g., Twomey, 1977;  Albrecht,  1989]  . In spite of its 

importance, there are still large uncertainties in the estimation of effects in the system. This 

can be explained as follows. It is well known that aerosols, especially in the troposphere, are 

extremely variable, both temporally and spatially [e.g., Fitch and Cress, 1981, 1983;  Tanaka et 

al., 1983; Shiobara et  al., 1991;  Hayasaka et  al., 1992; Satheesh et  al., 1999; Smirnov et  al., 

 2002]. The aerosol radiative effects depend on various parameters such as size distribution, 

refractive index and chemical components of aerosol particles. This makes it difficult to 

properly assess the influence of aerosols on the radiation budget of the earth-atmosphere 

system [IPCC,  2001]. Therefore, it is still and further needed to retrieve the optical and 

microphysical properties and radiative effects of aerosols from field observations with various 

instruments and at various places. Especially, it is important to document the radiative-forcing 

and the vertical profiles of aerosol properties, on which our knowledge are extremely 

insufficient at present. 

  Remote sensing of aerosols from the surface is more convenient and effective, compared to 

in-situ measurements, to continuously monitor the spatial and temporal variations of the 

optical and microphysical properties of aerosols. Further, the aerosol data retrieved from the 

surface remote sensing can be used to validate the performance of various kinds of numerical 

models, such as models simulating transport, chemical reaction and radiative effect of aerosols, 

and aerosol-cloud interaction, and so on. It is extremely important to improve our 
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understanding of the direct and indirect radiative effects of aerosols with more realistic and 

accurate aerosol models. 

  We can classify the instruments used for remote sensing of aerosols into two categories; 

one is such passive instruments for measuring the solar radiation as pyranometer, spectro-

radiometer, and sun-photometer. The other is active instruments as lidar (Light Detection and 

Ranging), which transmits artificial light and detects light scattered back by aerosols. Various 

passive instruments have been utilized to estimate optical properties and radiative effects of 

aerosols. Recently, extensive and sophisticated surface aerosol-radiation networks such as 

AERONET (Aerosol Robotic Network; Holben et al., 1998) have been deployed worldwide. 

Further, several intensive aerosol-radiation field experiments such as ACE-Asia (Asian Pacific 

Regional Aerosol Characterization Experiment; Russell et al., 2002). However, those 

sophisticated networks and intensive field campaigns are expensive to operate, and not enough 

yet to cover wide variability of tropospheric aerosols. For example, only a few estimates of 

aerosol radiative-forcing have been made from surface radiation measurements, especially, in 

the Asian region. It may be needed to develop a method applicable to routinely operated 

surface radiation measurements at worldwide stations. The passive instruments are useful to 

estimate the aerosol optical properties averaged over an air-column, however, they are 

unsuitable to retrieve vertical distribution of aerosols. On the other hand, active remote sensing 

devices such as Mie-lidar (Light Detection And Ranging) and Raman lidar are  powerful tools 

for measuring the vertical profiles of aerosols. The Mie-lidar is one of most popular active 

instruments used for estimating vertical profiles of aerosol optical properties. Hereafter in this 

study,  `lidar' means  `Mie-lidar' for aerosol measurements. In spite of the great efforts about 

the aerosol vertical profiles retrieved from lidar measurements [e.g., Takamura et al., 1994; 

 Hayasalca et al., 1998; Murayama et al., 2001; Gobbi and  Barnaha,  2003], however, most of 

the reported profiles are limited to the vertical distribution of total aerosol concentration, and 

not for the vertical distribution of size distribution, refractive index and chemical component 

of aerosols. It is highly demanded to retrieve such parameters since these parameter control the 

radiative energy and also generation of clouds [see e.g.,  IPCC,  2001]. The main cause might

2



be that there are few adequate algorithms to retrieve such parameters from lidar measurements. 

Many algorithms have been developed to retrieve aerosol optical properties from lidar 

measurements [e.g., Fernald et al., 1972; Klett, 1981; Sasano and Browell, 1989; Liu et al., 

 2000]. In their methods, the extinction-to-backscattering ratio  is assumed to be constant 

through the path of laser beam; this corresponds to that the size distribution profile and the 

complex refractive index of aerosols are fixed in the path. In general, this assumption does not 

match the real situation of tropospheric aerosols. Therefore, it is needed to develop a new 

algorithm without the assumption and that can retrieve the vertical distribution of size 

distribution, refractive index and chemical component of aerosols. 

  On the basis of the above discussions, we aim to acquire the knowledge of aerosol 

properties which have been not enough or scarcely documented from field observations. For 

that purpose, we develop new algorithms to retrieve the temporal and/or vertical distributions 

of aerosol properties such as radiative-forcing, size distribution, refractive index and chemical 

component of aerosols by using the passive and active remote sensing from the surface, and 

apply the algorithms to the observed data. 

   As discussed previously, the passive instruments have a great potential to retrieve optical 

and microphysical properties and radiative effects of aerosols from solar radiation 

measurement. In spite of large efforts, our understanding for the issue is unsatisfactorily. One 

of the reasons is attributed to insufficient retrieval technique applied to the observational data 

set from the passive instruments. Therefore we have developed a passive remote sensing 

method to infer the direct radiative forcing and optical properties of aerosols from a ground-

based solar radiation measurement. Here, we could estimate the aerosol radiative-forcing not 

only in the total solar spectral region, but also in the visible (VIS) and  near-infrared (NIR) 

regions. The solar irradiance measured in the total-band can be strongly affected by water-

vapor absorption that occurs mainly in the NIR region. It is therefore useful to measure 

separately the VIS-band and  NIR-band solar irradiances, in order to discriminate between 

effects on the surface solar radiation due to water vapor and aerosols. By analyzing the two-

years-long observational data, we investigated seasonal variations of the estimated aerosol 
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parameters, and we found a close relationship between the estimated surface direct radiative-

forcing and optical properties of aerosols. The method may be applicable to routinely operated 

surface radiation measurements at worldwide stations, with an extension of spectral aerosol-

optical-thickness measurements. These subjects are described in Chapter 2. 

 Concerning the situation of active remote sensing, since the technique has been developed 

and applied for the actual remote sensing of aerosols starting in early  80's, it is obvious that it 

is highly demanded to develop the new technique in the retrievals. Thus, we first concentrate 

to develop a new active remote sensing method to retrieve the vertical profiles of aerosol 

properties from the  surface measurements using a dual-wavelength lidar with polarization 

function. The lidar has three channels for measuring the perpendicular component  (F1) and the 

parallel component  (P11) of power received by a detector to the linearly polarized transmitted 

laser at wavelength A = 532 nm and the total received power (i.e.,  P1  +  PO at A = 1064 nm. 

With the three input data, we assumed three aerosol components of water-soluble, sea-salt and 

dust particles, and we have develop a sequential algorithm to estimate vertical profiles of 

extinction  coefficients at A = 532 nm of the three aerosol components upwardly from the 

surface. The details of the algorithm and discussions are given in chapter 3. 

  After the error assessment of the algorithm through numerical simulations, we have 

applied the method to data obtained by the dual-wavelength polarization lidar of NIES 

(National Institute for Environmental Studies), installed on the research vessel Mirai of 

JAMSTEC (Japanese Maritime Science and Technology Center). We analyzed the data 

measured with the dual-wavelength polarization lidar during  MRO1-K02 cruise, which was 

carried out in an western Pacific Ocean area, south-east off the Japan Island, from 14 to 27 

May, 2001. We discuss the optical properties of aerosols retrieved from the lidar data obtained 

during the Mirai cruise in Chapter 4. Finally, a general summary is given in Chapter 5. 

  On the content of Chapter 2, we have already published a paper entitled " Seasonal 

variation of aerosol direct radiative-forcing and optical properties estimated from ground-

based solar radiation measurements", authored by T. Nishizawa, S. Asano, A. Uchiyama and A. 

 Yamazaki. The paper was appeared in the 1 January 2004 issue (Vol. 61, No. 1) of Journal of

4



the Atmospheric Sciences. On the content of Chapter 3, we are submitting a paper entitled 

 " Development of an algorithm to retrieve aerosol properties from dual -wavelength 

polarization lidar measurements", authored by T. Nishizawa, H. Okamoto, N. Sugimoto, I. 

Matsui, and A. Shimizu. On the content of Chapter 4, we are also submitting a paper entitled, 

 "Application of the aerosol retrieval from dual -wavelength polarization lidar measurements to 

 Mirth  MRO1/K02 cruise data", authored by T. Nishizawa, H. Okamoto, T. Takemura, N. 

Sugimoto, I. Matsui, and A. Shimizu. They are reproduced in the chapters.
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Chapter 2

Seasonal variation of aerosol direct radiative-forcing and optical 

   properties estimated from ground-based solar radiation 

                    measurements

                      ABSTRACT 

   The surface direct radiative-forcing and optical properties of aerosols have been analyzed 

from a ground-based solar radiation measurement, which was made under clear-sky conditions 

in Tsukuba, Japan, over two years from April 1997 to March 1999 . We simultaneously 

measured the global and diffuse irradiances in the total and  near-infrared (NIR) solar spectral 

regions by using two sets of the total-band and NIR-band pyranometers , respectively. The 

visible (VIS) band irradiances were estimated by taking differences between the total-band and 

NIR-band irradiances. We also measured spectral aerosol-optical-thicknesses (AOTs) in the air 

column using a sun-photometer. By combining the spectral AOTs and the surface diffuse 

irradiances, we have developed a retrieval algorithm for simultaneously estimating the 

effective aerosol size-distribution and imaginary index of refraction  (m1). Seasonal variations 

of the broadband surface radiative-forcings and retrieved optical-properties of the columnar 

aerosols have been studied. We found a close correlation among these parameters , with similar 

features of seasonal variations. In winter the columnar aerosols exhibit the minimum surface 

radiative-forcing and a minimum AOT, but the maximum  m;  value of 0 .04. The opposite is 

true in summer, when the minimum  m;  value of 0.02 was estimated . The surface radiative-

forcing in the VIS-band was estimated to be almost four times larger than in the NIR-band . 

The total-band aerosol forcing-efficiency is defined as the change in the surface radiative-

forcing in the total-band due to a unit increase of AOT at 500  nm . This has its largest 

magnitude of —219 W  m-2 in winter, and its smallest magnitude of  —150 W  rn-2 in summer . The 

results suggest that the correlated seasonal variations between the aerosol radiative-forcing and 

the optical properties may result from seasonal changes in the dominant aerosol components .
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2.1 Introduction 

  Atmospheric aerosols substantially affect the radiation budget of the earth-atmosphere 

system in both direct and indirect ways. The direct effect is directly related to scattering and 

absorption of solar radiation by aerosol particles (e.g.,  Charlson et al. 1992; Kiehl and Briegleb 

1993). The indirect effect is seen in the way aerosols influence optical properties and the 

lifetime of clouds through cloud formation processes (e.g., Twomey 1977; Albrecht 1989). In 

the present paper, we shall concentrate on aerosol direct effects on the solar radiation on the 

earth's surface. Radiative-forcing is an important parameter in assessing the aerosol direct 

effect on the radiation budget, and consequently many investigators have made estimates of 

aerosol radiative-forcing. These are generally by model simulations  (e.g.,  Charlson et al. 1992; 

 Kiehl and  Briegleb 1993; Mitchell et al 1995). Recently, extensive and sophisticated surface 

aerosol-radiation networks such as AERONET (Aerosol Robotic Network; Holben et  al., 

1998) have been deployed worldwide. Further, several intensive aerosol-radiation field 

experiments such as ACE-Asia (Asian Pacific Regional Aerosol Characterization Experiment; 

Russell et  al. 2002) and APEX (Asian Atmospheric Particle Environment Change Studies; 

Nakajima et  al. 2002) have been or are being carried out in the various regions of the globe. 

The products from these radiation networks and field campaigns will be promising and useful 

to improve the knowledge on aerosol radiative effects. However, those sophisticated networks 

and intensive field campaigns are expensive to operate, and not enough yet to cover wide 

variability of tropospheric aerosols. For example, only a few estimates of aerosol radiative-

forcing have been made from surface radiation measurements, especially, in the Asian region. 

From the solar irradiance measurements carried out during the Indian Ocean Experiment 

(INDOEX) campaign, several authors (e.g., Jayaraman et al. 1998; Meywerk and Ramanathan 

1999; Conant 2000; Rajeev and Ramanathan 2001) made estimates of the aerosol forcing-

efficiency  (f3), as well as the aerosol radiative-forcing in the Indian Ocean region. The forcing-

efficiency  p is defined as the change in radiative-forcing per unit change in aerosol visible 

optical thickness, say, at a wavelength of 500 nm  (r500). It is a useful parameter for more 
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directly assessing the aerosol direct radiative effect. On the other hand, Takayabu et al. (1999) 

estimated the monthly and annual mean values of aerosol radiative-forcing from the ground-

based solar irradiance observations. They analyzed the radiation data for the year 1996 

routinely measured at the Tateno Aerological Observatory (TAO) of the Japan Meteorological 

Agency (JMA) located at 36.05° N and  140.13° E in Tsukuba, Japan. They estimated the 

annual-mean surface radiative-forcing to be —18 W  rn-2, which corresponds to about 6% of the 

insolation at the top of the atmosphere. Here, we shall propose a method to estimate the direct 

radiative-forcing as well as aerosol optical properties by combining the surface solar irradiance 

observation and sun-photometer measurement. 

  The size distribution and complex refractive index  (m =  m,  I) of aerosols are 

indispensable parameters to compute their single scattering properties from Mie theory, and 

then to simulate the aerosol effects on solar-radiation budget. The imaginary index of 

refraction  (n) is a key parameter to represent radiant absorptivity of aerosols, and it can 

influence the sign (heating or cooling) of solar absorption effects by aerosols in the earth-

atmosphere system (e.g., Yamamoto and Tanaka 1972; Herman and Browning  1975). However, 

these parameters have not yet been adequately well documented from field observations, 

because the size distribution and complex refractive index of tropospheric aerosols are 

extremely variable, both temporally and spatially (e.g., Fitch and  Cress 1981, 1983; Tanaka et 

 al. 1983; Shiobara et  al. 1991; Hayasaka et  al. 1992). It is important to document long-term 

variations such as seasonal and annual variations of the aerosol optical properties at various 

places. 

  In this paper, we develop a method to infer the direct radiative forcing and optical 

properties of aerosols from a ground-based solar radiation measurement, and discuss the 

results. We estimate the surface direct radiative-forcing, and derive the size distribution and 

wavelength-mean values of the imaginary index of refraction of aerosols in a vertical air 

column. It should be noted that the estimated refractive index is an optically equivalent (or 

effective) value that can reproduce the observed solar diffuse irradiances, together with the 

estimated aerosol size distribution, but it may not necessarily represent true value of the 
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complex refractive index of aerosol materials. This study has three advantages: first, we 

estimate the aerosol radiative-forcing not only in the total solar spectral region, but also in the 

visible (VIS) and near-infrared (NIR) regions. The solar irradiance measured in the total-band 

can be strongly affected by water-vapor absorption that occurs mainly in the NIR region. It is 

therefore useful to measure separately the VIS-band and NIR-band solar irradiances, in order 

to discriminate between effects on the surface solar radiation due to water vapor and aerosols. 

Secondly, the data set from the two-years-long observation enables us to investigate seasonal 

variations of the estimated aerosol parameters. Here we focus on seasonal variations, from a 

statistical point of view, of typical aerosol features in the Tsukuba area. Thirdly, by combining 

the measurements made with four pyranometers as well as a sun-photometer, we can estimate 

not only the aerosol radiative-forcing, but also such optical properties as the effective size 

distribution and imaginary index of refraction. Thus, we can investigate the relationship 

between the estimated surface direct radiative-forcing and optical properties of aerosols. 

Further, the present method has a potential applicability to routinely operated surface radiation 

measurements at worldwide stations with an extension of spectral aerosol-optical-thickness 

(AOT) measurements.

2.2 Observation and data sampling 

  Since 1997, the Meteorological Research Institute  (MRI), located at 36.05° N and  140.13° 

E in Tsukuba, Japan, has conducted solar radiation measurements with ground-based 

pyranometers and a sun-photometer. Here we use only the observational data obtained under 

completely cloudless conditions for time-intervals longer than a  half-day during the period 

from April 1997 to March 1999. From March to August 1998, the measurements suffered from 

instrument problems and cloudy weather conditions, and we had only a few favorable days. 

We analyzed the data sets obtained for a total of 68 days. We classified the observational data 

into four seasons: spring from March to May (13 days), summer from June  to  August (5 days), 

autumn from September to November (27 days), and winter from December to February (23 

days).
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  Four ventilated, broadband pyranometers (Kipp and Zonen CM21) were used to measure 

the surface global and diffuse solar irradiances in the total-band (305-2900 nm) and the NIR-

band (715-2900 nm), respectively, with a sampling rate of one measurement every 10 seconds. 

The total-band and NIR-band irradiances were measured by the pyranometers with transparent 

(Schott WG305) and red (Schott  RG715) filter domes, respectively. For the measurement of 

the diffuse solar  irradiances, two (total-band and NIR-band) pyranometers, installed on an 

automatic sun-tracking mount, were shaded with shadowing disks. The direct solar irradiances 

were obtained as the difference between the global and diffuse irradiances measured with the 

unshaded and shaded pyranometers respectively. The global, direct and diffuse  irradiances in 

the VIS-band (305-715 nm) were obtained from the difference between the corresponding 

irradiances measured in the total-band and the NIR-band. 

  The pyranometers were calibrated once a year by a side-by-side comparison with a 

standard pyranometer (a Kipp and Zonen  CM21) at the JMA Meteorological Instrument 

Calibration Center in Tsukuba. In the calibration of the NIR-band pyranometers, the RG715 

domes were replaced by the WG305 domes, and then the spectral transmittance of the RG715 

domes was corrected for the NIR-band irradiance measurement. The spectral and temperature 

dependence of the filter domes may be a factor causing measurement errors. According to 

Schott, the temperature dependence of spectral characteristics of the domes is generally very 

small, however, the edge wavelength  (lc) of the RG715 dome is said to shift to longer 

wavelengths with a rate of  Alc  /AT = 0.15 (nm/K). The temperature dependence might yield 

biases of, at most, 5  Wm-2 in the measured NIR irradiances. 

  It is well known that broadband pyranometers using thermopile detectors suffer 

measurement errors and biases due to their cosine-law response (incident-angle dependence), 

temperature dependence, and the so-called  thermal offset (zero-offset) (e.g., Bush et  al. 2000; 

Ji and Tsay 2000; Haeffelin et al 2001; Dutton  et  al. 2001). We experimentally investigated the 

characteristics for the cosine-law response and the temperature dependence of the CM21 

pyranometers. We found that the errors due to the cosine-law response and temperature 

dependence were fairly small, and almost the same for the four pyranometers. The cosine-
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response errors were less than 0.5% for incident zenith angles  (00) less than  70°, and the 

temperature dependence errors were at most  1% for the daytime air-temperature range of 0 to 

30 °C that was encountered in the observation period. Regarding the zero-offset bias, quite 

large nighttime biases, sometimes, exceeding 10 W  m-2, have been reported for several Eppley 

Precision Spectral Pyranometers (PSPs) (Bush et al. 2000; Ji and Tsay 2000; Haeffelin et  al. 

2001). Haeffelin et al. (2001) and Dutton et  al. (2001) showed that clear-sky daytime biases 

could be larger, as much as double, than the nighttime values for the diffuse irradiances 

measured by a few PSPs. In addition, Dutton et al. (2001) suggested an effectiveness of forced 

ventilation systems to reduce nighttime and daytime offsets, and they also suggested that 

daytime offsets of even unventilated CM21 pyranometers could be less sensitive to net thermal 

infrared exchanges between the detector and domes than those of the ventilated PSPs. Actually, 

we found much smaller nighttime negative outputs of 2 to 3 W  m2 for all of the ventilated 

CM21 pyranometers. Since any further quantitative feature of daytime offsets of CM21-type 

pyranometers was not available, in this study, we suppose that daytime offsets of the present 

CM21 pyranometers might be not so large and less than 5 W 

   By considering the above-mentioned uncertainties, we estimated the overall relative 

accuracy of our solar irradiance measurements by using the CM21 pyranometers to be within 

2% (at most ±15 W  m'for the total-band global irradiances) for 00  <  70°. However, for the 

irradiance components (direct components and/or VIS-band components) derived by taking 

differences of outputs of two corresponding pyranometers, the uncertainty could be reduced by 

partial cancellation of errors due to the almost identical characteristics and zero-offset biases 

of the two pyranometers. In particular, the measurement errors for the VIS-band diffuse 

irradiances could be greatly reduced, because of negligibly small cosine-response errors for 

the diffuse irradiance measurements by the shaded pyranometers, as well as a cancellation of 

zero-offset biases of the pyranometers for measuring the total-band and NIR-band diffuse 

irradiances. 

  The sun-photometer (EKO; MS-115) was used to measure aerosol optical thicknesses 

(AOTs) at six wavelengths (A = 369, 499, 675, 778, 862, and 1050 nm), excepting for the
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period between August and October 1997, when another sun-photometer was used to measure 

at only five wavelengths (A = 368, 502, 676, 864, and 1050  nm). The sun-photometer data 

were sampled at a rate of one point every 10 seconds. The calibration constants of the sun-

photometers were determined every month by comparison with a reference spectroradiometer 

(Opt Research; MSR-7000), which was calibrated once a year at Mauna Loa, Hawaii, by 

means of the Langley method. The sun-photometer calibration constants could involve a 

relative error as large as 2% in all channels except the 1050-nm channel. This error might 

introduce an uncertainty of, at most, ±0.02 in the optical thickness. Since the  1050-nrn channel 

was rather unstable during the period from January to February 1998, the AOT at a wavelength 

of 1050 nm was estimated from the approximate expression of Angstrom (1961), using data 

measured at the other channels during this period.

2.3 Method of analysis 

 2.11 Radiative transfer calculations 

(a) Computational scheme 

  For radiative-transfer calculations in the atmosphere with and without aerosols, we 

employed an improved version of the radiative-transfer computing scheme originally 

developed by Asano and Shiobara (1989). The band-by-band calculations of solar irradiances 

were carried out by means of the doubling-and-adding method (Lacis and Hansen 1974) 

assuming plane-parallel atmospheres. The solar spectrum between 300 and 2900 nm was 

divided into 50 intervals, and the model atmosphere was divided into 31 layers from the 

surface up to the altitude of 50 km. The gaseous absorption by water vapor, carbon dioxide, 

oxygen and ozone were considered. The correlated k-distribution coefficients for water vapor, 

carbon dioxide and oxygen molecules were computed by line-by-line calculations (Uchiyama 

1992) from the HITRAN database (Rothman et  al. 1992). The absorption  coefficients of ozone 

were adopted from the  LOWTRAN7 database  (Kneizys et  al. 1988). The spectral optical 

thickness due to molecular scattering was taken from the expression of  Frohlich and Shaw 

(1980) with the depolarization correction by Young (1981). The ground surface was assumed
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to be  Lambertian,

 (b) Input data for molecular atmospheres 

  In order to calculate the surface solar irradiances for molecular atmospheres without 

aerosols, we used the vertical profiles of pressure, temperature, and humidity as measured by 

radiosondes launched at 00 UT from the TAO, located in the neighborhood of the MRI. To 

take into account time variations of precipitable water vapor, we relied on the sun-photometer 

measurement at the 938-nm water-vapor channel. Shiobara et al. (1996) developed a method 

to estimate water vapor amount from the sunphotometry. They estimated the amounts of 

precipitable water vapor from the sun-photometer-measured transmittance at the 938-nm 

channel, for which they determined the calibration constant by a modified Langley method 

(Shiobara et al. 1996). On the other hand, we determined the calibration constant from the 

output voltages of the sun-photometer measurements at 00 UT by comparing the measured 

938-nm transmittance with that calculated from the humidity data observed by radiosondes 

launched at 00 UT. For ozone, we used the monthly-mean total ozone amounts measured with 

a Dobson spectrophotometer at the TAO. The vertical ozone profile was approximated by a 

formula of Green (1964). 

  Since we did not measure the upward solar irradiances, which properly represent the 

surface albedos of the area, we adopted the values of 0.09 for the  VIS-band, 0.19 for the NIR-

band and 0.14 for the total-band from Asano and Shiobara (1989). They carried out aircraft 

measurements over the Tsukuba area on several fine days in winter, and obtained surface 

albedo values at solar zenith angles  (Bo) around 60° from airborne solar irradiance 

measurements. In addition, we assumed that these surface-albedo values did not vary 

significantly through the observation period. While it is known that the surface albedo varies 

temporally and seasonally due to changes of the solar zenith angle as well as surface 

conditions (e.g., Kondratyev 1969; Li  et al. 2002), we believe that the seasonal variation of the 

surface albedo is not very large in the Tsukuba area. For example, from the vertical profiles of 

the downward and upward solar irradiances measured by radiometer-sondes, Asano et al. 
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(1997) estimated the summertime surface albedo in the area, and reported a value of 0.14 for 

the total-band. Furthermore, when we restrict our analysis to data obtained at  Bp  <  700, the 

possible range of surface-albedo change as a function of solar zenith angle may be within 

 ±0.02. This was estimated from the equation used in Briegleb et  al. (1986) that gave a surface-

albedo value as a function of  12 =  cosk. Thus, uncertainties as large as ±0.02 might be 

involved in the assumed surface-albedo values of 0.09 for the VIS-band and 0.19 for the NIR-

band.

 (c) Vertical profiles of aerosols 

  In the radiative-transfer calculation for cloudless atmospheres with aerosols (or turbid 

atmospheres), such single-scattering properties of aerosols as extinction coefficient, single 

scattering albedo, and phase function must be known. The single-scattering properties were 

calculated from Mie theory for aerosols, with the retrieved values for the size distribution and 

the complex refractive index. Since there was no information available about vertical 

distribution of aerosols from the present measurements, we relied on the study of Hayasaka et 

al. (1998) for the vertical distribution of the extinction coefficients, or aerosol concentrations. 

Note that the extinction coefficient integrated over the whole altitude should be consistent with 

the AOT calculated from the retrieved size distribution and complex refractive index. Here, the 

retrieved size distribution and complex refractive index of aerosols were assumed to be 

constant throughout the aerosol layers. That is, the single scattering albedo and the phase 

function were assumed to be constant throughout the air column.

2.3.2 Estimation of the surface radiative-forcing 

  The surface radiative-forcing is usually defined as the difference between the surface net 

(= downward — upward) solar irradiances measured for turbid atmospheres and calculated for 

corresponding aerosol-free atmospheres. Since we did not measure the upward solar 

irradiances, we calculated the aerosol net radiative-forcing at the surface in the spectral  /-band, 

 AF„„(1), from the following equations: 
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 AF„,,(1).  [  1--  a(1)]  AFth,(1), (1) 
 1w (l)  11bs(1)—  F.1.91(l). (2) 

In Eq. (1), a denotes the surface albedo, and  AFth., is the aerosol radiative-forcing defined in 

terms of the surface downward solar irradiances by the relation of Eq. (2). In Eq. (2),  F4  obs is 

the surface downward irradiance measured for turbid atmospheres, and  Pinot denotes the 

surface downward irradiance computed for the corresponding molecular atmospheres without 

aerosols. The signs of the irradiance are defined such that downward is positive. The surface 

albedos of a(VIS) = 0.09 and a(NIR) = 0.19 were assumed as discussed above. The 

uncertainty of ±0.02 in the surface albedo may lead to a relative error of about 2% in the net 

radiative-forcing estimated from Eq. (1).

2.3.3 Estimation of the microphysical properties of aerosols 

(a) Retrieval algorithm 

  We have developed a simultaneous retrieval method of effective aerosol size distributions 

and imaginary indices of refraction by the combined use of the spectral AOTs and the VIS-

band diffuse irradiances. The retrieval method is schematically illustrated in Figure 1. 

Assuming that aerosols are homogeneous spherical particles, the size distributions of aerosols 

in a vertical air column can be retrieved from spectral AOTs measured by the sun-photometer 

using the so-called inversion method (e.g., Yamamoto and Tanaka 1969; King et  al. 1978). The 

present inversion code is the same as that developed by Asano et al. (1985, 1993) to estimate 

the size distributions of volcanic aerosols. In the present case, however, the particle-size range 

was limited between 0.05 and 3.0  pm: the range of sizes was divided into eight bins of equal 

width in units of  log(radius). Among various choices of size limits and number of bins, the 

above values were selected as suitable for the present input data. From several simulation 

calculations, the reliable range of sizes of the retrieved size distributions was estimated to be 

between 0.1 and 1.0  [tm for this inversion scheme.
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 V  
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Figure 1. Schematic of the retrieval algorithm for aerosol size-distribution, and the imaginary 

index of refraction. In this figure,  mi denotes a complex refractive index,  sj a size distribution, 

 Fesof an estimated downward diffuse irradiance,  F  obs,di an observed downward diffuse 

irradiance, and  a a certain threshold. 

  King and Herman (1979) demonstrated that spectral values of the imaginary index of 

refraction for columnar aerosols, together with the surface albedo, could be estimated from the 

ratio of the values of spectral diffuse irradiance to direct irradiance, measured at the surface. 

Extending the King and Herman method to direct and diffuse broadband irradiances measured 

in the 300-4000  nm region, Nakajima et al. (1996) estimated wavelength-mean values of the 

imaginary index of refraction of aerosols in the  Iranian region after the Gulf War in 1991. In 

the present study, by modifying the method of Nakajima et al. (1996), we tried to estimate 

band-mean values of the imaginary index of refraction from the diffuse irradiances measured 

in each spectral band. Here we assumed that surface diffuse irradiance may be primarily 
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determined by the imaginary index of refraction of aerosols, as discussed by Nakajima et  al. 

(1996), under given AOTs and water vapor  amount. We used the measured direct irradiances 

as a performance check of the data analysis. 

  The data-analysis method takes the following steps shown in the flowchart of Figure 1, 

including an iteration procedure shown in Figure 2. Firstly, the complex refractive index of the 

aerosols was assumed to be constant in each spectral band, and the real index of  refraction was 

fixed at 1.52. The issues due to this assumption are discussed in the next subsection. By pre-

setting seven values for the complex refractive index  mi (j = 1 to 7) as m, = 1.52 — 0.001,  m2 = 

 1.52  —  0.01i,  m3 =  1.52  — 0.021,  m4= 1.52 — 0.031,  m5 =  1.52  — 0.051,  m6  = 1.52 — 0.071, and  m7 

=  1.52  — 0.101, the size distribution  sj = 1 to 7) are derived for each value  mj of the complex 

refractive index.

• 

    

• \

 H!'.1"'llt,It'l 

 t2 

 111.

F obsoif

 H'il,[1,.11!',1:111''':1;1!,':;,';!1"I  !J 

             j.3

 

I  
 M2  Me  in  ind  1113  (ma) 

                                   Complex refractive  index fn.,                Smallmi 4 ^ Large  mi 

Figure 2. The iteration procedure for the simultaneous estimation of the aerosol size-

distribution and the imaginary index of refraction. In this figure, it is assumed that the diffuse 

irradiance calculated for the set of  (m3, 53) is closer to the observed one than for the set of (m2, 

s2) and therefore  m3 is described as the candidate  10'.  F0bsw denotes an observed downward 

diffuse irradiance,  (5 a certain threshold, and  mi the imaginary index of refraction.
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  Next, we calculate the downward diffuse  irradiance for each set of  (m),  s1). By comparing 

the computed diffuse irradiances with the measured ones, we select two pre-set complex 

refractive indices (e.g.,  m2 and  m3 of j  = 2 and 3 as shown in Fig. 2) that give the two closest 

values to the observed irradiance: one (e.g.,  m2) gives a larger diffuse irradiance and the other 

(e.g.,  m3) gives a smaller irradiance than the observed one, respectively. The  first 

approximation of a true refractive index value  ma can be linearly interpolated from the two 

pre-set complex refractive indices  (mi, e.g., j = 2 and 3 in Fig. 2). 

  Using the estimated true refractive index  ma, we estimate the corresponding size 

distribution  s,1 from the sun-photometer-measured spectral AOTs, and re-calculate the diffuse 

irradiance for the set of  (ma,  s,1). When the newly computed diffuse irradiance for  (ma,  sa) is 

larger than the measured one, another set of the complex refractive indices of  ma and  m3 can 

be used to interpolate a better true refractive index value  ma. A similar procedure can be 

repeated to find the best combination of complex refractive index and size distribution that 

satisfied the convergence criterion, 

 IF04b54  F4t,4fl<  6  . (3) 
In the above,  F4„,if denotes the diffuse irradiance computed for the effective set of  (m, s), 

 F4  obsif is the observed diffuse irradiance, and 6 is a certain threshold. 

 (b) Error estimation 

  From the ground-based measurements of the spectral AOTs and the  VIS-band diffuse 

irradiances, we have simultaneously estimated the best combination of size distribution and 

imaginary index of refraction of aerosols that can reproduce the observed diffuse solar 

irradiance and aerosol optical thicknesses at the selected wavelengths, under the assumption of 

the fixed values of  m, and surface albedo. King and Herman (1979) and Nakajima et  al. (1996) 

studied the sensitivity of the surface diffuse irradiance to the complex refractive index, and 

concluded that the diffuse irradiance is strongly sensitive to the imaginary index of refraction 

 m,, but rather insensitive to the real index  m„. From the observational studies such as King 

(1979), Tanaka et  al.  (1983), and Hayasaka et al. (1992), it is known that values of  m, and  m, of 
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most tropospheric aerosols generally fall in the ranges  1.47  <  m, < 1.57 and 0.001  <  m,  <  0.1, 

respectively, in the solar spectral region. We investigated uncertainties involved in our 

estimation of the effective value of  mi, when  m, changed within a range of 1.47 <  m, < 1.57 

instead of the fixed  m, = 1.52. The results revealed that only small variations in the computed 

diffuse irradiances within a range of ±3 W  in-'2 occurred for different values of  mr, and that the 

variations of the computed diffuse irradiances may lead to an uncertainty of at most ±0.005 in 

the estimate of effective  m, value. Since the uncertainty was rather small, we assumed the fixed 

value of  m, = 1.52 throughout the present analysis. 

   In the convergence criterion Eq. (3), we set  6 = 1 W  m--2 for the VIS-band retrieval, 

because the VIS-band surface irradiances could be measured quite accurately within  1% 

(relative error), and the  maximum and minimum values of the measured VIS-band diffuse 

irradiances were 240 and 40 W  m-2, respectively, throughout the observation period. However, 

since  F4  owl might involve a larger uncertainty of several W  m--2, we investigated the 

sensitivity of the  m, retrieval to a larger convergence threshold by supposing  6 = 5 W  ni4. We 

found that uncertainties involved in the estimated effective  m, values depended on AOT and 

the  m, value itself, with larger uncertainties for smaller AOT and larger  rn values, and vice 

versa. For an average case of  r90= 0.3 and  mi = 0.03 in the observation period, the uncertainty 

could be as large as  ±0.012. 

   Further, the surface albedo can also affect the surface diffuse irradiances. However, as 

already discussed by King and Herman (1979) and Nakajima et al. (1996), the sensitivity of 

diffuse irradiance to the surface albedo is rather weak, compared to the sensitivity to  mi. In the 

present study, we assumed a constant surface albedo of a(VIS) = 0.09 and a(NIR) = 0.19 as 

stated above. When an uncertainty of ±0.02 was introduced into the VIS-band surface albedo, 

that is, a(VIS) = 0.09 ± 0.02, the surface albedo uncertainty could introduce rather small 

uncertainties of, at most, ±0.003 into the estimation of effective  m, value. 

  All the above-mentioned sensitivity tests and uncertainties involved in the estimation of the 

effective  m, values are case-dependent, having larger uncertainties for those cases with smaller 

AOT and larger  me, and vice versa. In the Tsukuba area, the former cases were more general in
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winter, and the latter cases in summer. Thus, the overall uncertainties in the retrieved VIS-band 

 mi values (see Fig. 9) can be estimated to be about ±0.017 in winter and ±0.008 in  summer.

2.4 Results 

2.4.1 Radiative-forcing on the surface solar radiation 

  Figure 3 compares the measured direct and diffuse solar irradiances  Flob„ with those 

calculated for the corresponding aerosol-free atmospheres  P„,„1, as a function of  tt =  cos°, with 

solar zenith angle 00, for the whole observation period. Here was calculated using the 

data sets taken every hour from 21 to 9 UT and at 00 <  70% having carried out the radiative-

transfer calculation under the assumption of  plane-parallel atmospheres. The  figure shows that 

the direct components of  F4.01  (F4  „„4,0 both in the VIS-band and NIR-band linearly increase 

with increasing However,  F.`„,,,,u, for the NIR-band displays a larger dispersion than that for 

the VIS-band. The large dispersion in the NIR-band might have resulted from variations in the 

amount of precipitable water vapor, for which the estimated values varied between 0.3 and 4.5 

g  cm' during the observation period. 
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Figure  3.  The  downward  solar  irradiances observed (F ob) and calculated (F,„) for the 

corresponding atmospheres without aerosols in the  VIS-band (upper panel) and the NIR-band 

(lower panel), as a function of =  cosk. In the figure, the suffixes of  Fobs or  F,  1,  ̀dr', and  'cif' 

denote the direct and diffuse  irradiances, respectively.  F  mA is the insolation at the top of the 

atmosphere.
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  The aerosol radiative-forcing defined by Eqs. (1) and (2) shows a strong dependence on  Oc: 

the radiative transfer equation suggests that changes in solar zenith angle, or, in air mass 1/ 

 cosk, have similar effects as changes in optical thickness, especially, on the direct component 

of monochromatic solar irradiance. So we normalized the radiative-forcing by  ,u =  cosO0. 

Figure 4 shows the normalized downward radiative-forcing  (AFdv,/  it) for the direct  (AFdp,,d,./  ,u), 

diffuse  (AFd,,,,,e/  z), and global components  (AFth,,811  IA) in the VIS-band and NIR-band, 

respectively, as a function of mid-visible AOT normalized by the air mass factor  (1-500/  4u): the 

value of  t was measured at A = 499 or 502 nm. Hereafter, we simply represent the mid-

visible optical thickness by  -1-56.0. A corresponding figure for the normalized net radiative-

forcing  (AF„„  I  ,u) is shown in Figure 5 for the global component observed over the entire 

period. Hereafter, 'net radiative-forcing' indicates the global component of net radiative-

forcing. 
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Figure 5. Same as Figure 4, but for the global component of the normalized net radiative-

forcing  (AF„„I  p) in the VIS-band and NIR-band.

  Figures 4 and 5 show three evident features about the aerosol radiative-forcing. First, the 

magnitudes of radiative-forcing in the VIS-band are larger than those in the  MR-band. The 

ratio  (AFdlIVIR)1  au)/  (AFdiVIS)/  /.4) averaged over the observation period is 0.29 (0.17) for 

the global component, 0.43 (0.14) for the direct component, and 0.58 (0.16) for the diffuse 

component. Here, the value in parentheses indicates the standard deviations. For the net 

radiative-forcing, the averaged ratio of  (AF,JN1R)1  au)  I  (AF„,(V1S) /  au) is 0.26 (0.15): the 

surface net radiative-forcing in the VIS-band is almost four times larger than that in the NIR-

band. This larger VIS-band radiative-forcing is primarily due to larger AOTs in the VIS region 

than in the NIR region. Figure 6 shows the time variation of the aerosol optical thicknesses of 

 Z500 and  r1050:  rim was measured at = 1050 nm. In the figure,  Tioo and r7050 are daily-mean 

values obtained over the whole period. The ratio of  rio50/  r was 0.41 (0.10) averaged over the 

period. The value in parentheses again indicates the standard deviation. A further contribution 

to this larger VIS-band radiative-forcing may be the difference of strength of aerosol 

absorption in the VIS-band and  MR-band. The absolute ratio of the aerosol radiative-forcing 

for the downward diffuse irradiance to that for the direct irradiance is called the effective 

scattering efficiency e, where e I  AFd„,,a  I  AFth,,,d, I. This is an important parameter that
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represents the strength of aerosol absorption (Jayaraman et al. 1998). The effective scattering 

efficiency is about 0.85 for non-absorbing aerosols at  0„  <  60° (Braslau and Dave 1973), and it 

has smaller values for more-absorbing aerosols. The present value of 0.48 in the VIS-band is 

smaller than the value of 0.70 in the NIR-band: this implies that the effect of aerosol 

absorption on radiative-forcing is stronger in the VIS-band than in the NIR-band. In addition, 

since water vapor may saturate the attenuation at some wavelengths in the  MR region, there 

may be no sensitivity to aerosols at those wavelengths.
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Figure 6. Temporal variation of the daily-mean aerosol optical thickness (r) at wavelengths of 

500 and 1050 nm. The  r  values at  A. = 500 nm are those measured at A  =  499 or 502 nm.

  The  second' feature shown in Figures 4 and 5 is that the surface radiative-forcing is 

generally depends non-linearly on  r500/  ,u, but it has almost linear dependence to  rsoo/  p. when 

 r5c,  0  /  u is smaller than about 0.8. Such a linear relationship between aerosol radiative-forcing 

 and  AOT has also been reported from other studies (e.g., Jayaraman et al. 1998; Meywerk and 

Ramanathan 1999), and the aerosol forcing-efficiency /3 has been introduced to represent the 

magnitude of aerosol effects on the radiative-forcing as the slope of a linear regression 

equation. The aerosol forcing-efficiency at the surface represents the change of the clear-sky 

surface irradiances for a unit increase of aerosol optical thickness. Jayaraman et al. (1998)
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estimated  /3 values by restricting their cases to  rsoo< 0.4 and  00  <  60°. They suggested that an 

exponential equation according to the Bouger-Beer-Lambert law may be more appropriate to 

fit data up to larger  r00/ p values than is a linear equation. In the present study, for  i-5001 p 

0.8, we estimated /3 values from a linear fitting as, 

                 AF                                             (4) 

               (4  IA 

where AF represents  AF  d,,, or  AF„„ Further, we fitted all of the radiative-forcing data to the 

following exponential equation as, 

 A  F  -7 [1 — exp( —1-19.1 )  , (5) 
     (4 iu 

where AF again represents  AFth, or  AF  „„. The curves in Figures 4 and 5 indicate the fitted 

exponential curves. The estimated  /3 and y values are summarized in Table 1. The larger 

magnitudes of /3, compared to y, are due to a rather strong non-linear dependence of the 

surface solar irradiances on the normalized AOTs. The  /3 value of —220 W  m-2 for the global 

component in the total-band means a decrease of 22 W  m-2 in the normalized downward 

global irradiance, with an increase of 0.1 in the normalized mid-visible AOT: that is,  Ar500/  p = 

0.1. The decreased amount is the result of a partial compensation by an increase (26 W  m-2) in 

the normalized diffuse irradiance, to the larger decrease (48 W  m-2) in the direct irradiance 

following the increase of  Ar500/ p to 0.1. For the surface net radiative-forcing, the VIS-band 

forcing-efficiency of  /3  = —162 W  tn-2is almost five times larger than that in the  MR-band  (/3 = 

—34 W  m-2): the VIS-band surface irradiance is much more sensitive to changes of the visible 

AOT than is the NIR-band one. 

  The third feature seen in Figures 4 and 5 is a rather wide dispersion of the radiative-forcing 

data points around the fitted curves. In Table 1, we summarized the root-mean-square (RMS) 

value for the residuals of the regression fitting by Eqs. (4) and (5). The dispersion might result 

from variations of the aerosol size-distribution and the complex refractive index, as well as 

fluctuations in the water vapor content. This is especially so for the  MR-band radiative-

forcing during the period considered.
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Table 1. The values of fi and y estimated from the global (GL), direct (DR), and  diffuse (DF) 

components of the downward radiative-forcing, and the net radiative-forcing (NET) for global 

component averaged over the whole period. The values in parentheses are the RMS values for 

the residuals after fitting by Eqs. (4) and (5).

 TTL

 VIS

MR

GL 

DR 

DF

NET

GL 

DR 

DF

NET

GL 

DR 

DF

NET

 [vv  nci

-220 (20) 

 -481  (26) 

 261  (23)

-196 (18)

-178 (18) 

 -343  (16) 

165 (13)

-162 (17)

 -42(10) 

 -138  (22) 

 96  (15)

 -34  (8)

 Evy  m-21

 -269  (21) 

-610 (28) 

341 (33)

 -239  (18)

-206 (17) 

 -419  (18) 

213 (21)

 -188 (16)

 -63  (16) 

-191 (22) 

 128  (16)

 -51  (11)

In order to investigate seasonal variations of these parameters, we estimated the seasonal-mean 

values of  13 and y from the normalized net radiative-forcing  AF„„/  ti in each season, and 

sununarized the estimated values in Table 2. The results show a seasonal variation of the VIS-

band forcing-efficiency with a maximum magnitude  (13 = —180 W  m-2) in winter and a 

minimum magnitude  03 = —134 W  m-2) in summer. Hence a similar seasonal variation is 

featured for the total-band forcing-efficiency. The seasonal variation of the  NIR-band forcing-

efficiency is less evident, and differs from that of the VIS-band, with the maximum magnitude 

during the period winter to spring, and the minimum during the period summer to autumn. The 

seasonal variations suggest that the aerosol optical properties could be different due to
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differences in the dominant aerosol components with season over the Tsukuba area. Aerosols 

in the summer season were dominated by rather smaller particles with less absorption in the 

VIS-band compared to the dominant aerosols in the winter season. The particles may bring 

smaller forcing-efficiency and larger optical thickness (see Fig. 6) in the VIS-band in the 

summer season due to their effective scattering strength in the visible radiation. We will 

further discuss the seasonal variation of aerosol optical properties in the next sub section. Note 

that the dispersion seen in Fig.4 and Fig.5 is little due to the normalization-method using solar 

zenith angle by AF  /  pt. Through the model calculations, we investigated effects caused by the 

normalization-method applied to the VIS-band and MR-band radiative forcing. In the 

simulation, the aerosol single scattering albedo and phase function were fixed to the mean 

values estimated for the whole observation period, and the values of  Ar00/pt were limited 

between 0.3 and  0.8. We compared the normalized radiative forcing calculated, by changing 

the solar zenith angles, for the fixed values of aerosol optical thickness with those calculated, 

by changing optical thickness, for the fixed values of air mass (solar zenith angle). The result 

showed that the differences between the computed normalized radiative forcing were less than 

8 W  tn-2 in the VIS-band and less than 5 W  ni2 in the NIR-band. Therefore, the normalization 

method could not cause such large scatter of data points as seen in Figure 4 and 5.
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 Table 2. Same as  Tablel, but for values of  /3 and y estimated for the net radiative-forcing for 

global component in each season. The values in parentheses are the RMS values for the 

residuals after fitting by Eqs. (4) and (5).

 TTL

 VIS

MR

Spring 

Summer 

Autumn 

Winter

Spring 

Summer 

Autumn 

Winter

Spring 

Summer 

Autumn 

Winter

 p  m-21

 -194  (10) 

 -150  (7) 

 -183  (17) 

 -219  (17)

 -144  (13) 

 -134  (4) 

-158 (16) 

 -180  (16)

-50 (11) 

 -16(5) 

-25 (5) 

 -39 (7)

 [w  m-2]

-227 (16) 

 -194  (12) 

 -245  (17) 

 -273  (14)

 -177  (14) 

 -157  (7) 

 -192  (14) 

 -214  (14)

 -50  (13) 

-37 (13) 

-53 (9) 

 -59  (9)

2.4.2 Seasonal variation of aerosol optical properties 

  The size-distributions and the band-mean imaginary indices of refraction  m, in the VIS-

band were retrieved for aerosols in a vertical air column, every hour from 21 to 9 UT. In the 

present analysis, we limited the retrieval of  m, to the VIS-band, because the reconstructed AOT 

in the NIR region was overestimated. This overestimation introduced a significant 

underestimation of the computed direct solar irradiances in the NIR-band compared to those 

observed, as shown in Figure 7. The main cause of AOT overestimation in the NIR region 

might be a rather unstable calibration constant of the sun-photometer for the 1050-nm channel, 

as well as a lack of measurement of AOT in the 1050-2900 nm spectral  region. The 

overestimated AOT in the NIR region could affect the retrieved size distribution. The AOT in
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the MR region may be effective to the retrieval of larger particles, but is less sensitive to 

smaller particles. Actually, the calculated and observed values of direct irradiances in the VIS-

band, where AOT is mainly affected by small particles, shows excellent agreement within 

small RMS error of 6.6 W  m-2, which is well within the above-mentioned measurement 

accuracy of the CM21 broadband pyranometers. 
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Figure 7. Difference of the direct solar irradiances observed  (Obs.-F') and calculated  (Cak.- 

F4) from the estimated size distribution and complex refractive index, as a function of  (Calc.- 

F1), in the total-band (Total), VIS-band (VIS) and MR-band (NIR).  `RMS' and  'STD' inset in 

the figure mean the root-mean-square and standard-deviation for the differences between the 

values of (Obs.-F1) and (Calc.-F1), respectively.
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  Figure 8 shows the mean volume size distributions of the aerosols, obtained by averaging 

many retrieved size distributions in each season. As mentioned in many other published 

studies (e.g., Fitch and Cress 1981; Shiobara et al. 1991), tropospheric aerosols generally 

exhibit a bimodal size distribution having an accumulation-mode with a mode radius of order 

sub-micron, and a coarse-mode with a mode radius of order micron. In Figure 8, the aerosol 

concentration in the size distribution was minimum around the radius r = 0.4 except for 

the summer case, for which the minimum appears around r = 1.0  imn. In summer, the 

concentration in the accumulation-mode around r = 0.2  IiM was higher compared with that in 

other seasons: the accumulation-mode concentration was lowest in winter. On the other hand, 

the coarse-mode concentration was somewhat smaller in summer than in other seasons.
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Figure  8. Seasonal-mean volume size distributions of aerosols in a vertical air column. The 

vertical error-bars indicate the standard deviations for each season average.

32



  Figure 9 shows the seasonal variation of the daily-mean imaginary index of refraction  m, in 

the VIS-band. It is shown that the  m, values were maximum in winter and minimum in 

summer. This is similar to that reported by Tanaka et  al. (1983) and Hayasaka  et  al. (1992) for 

aerosols in the Sendai area (38.25° N, 140.83° E): they estimated the  TA values at a mid-visible 

wavelength using a polar nephelometer. The present seasonal-mean value of  m, was estimated 

to be 0.03 in spring, 0.02 in summer, 0.035 in autumn, 0.04 in winter, and 0.035 over the 

whole period. On the other hand, from airborne measurements of the vertical profiles of the 

upward and downward solar irradiances in the total-band in the lower troposphere, Asano 

(1989) estimated  mi = 0.03 ± 0.02 for aerosols over the Tsukuba area in the winters of the  mid-

1980s.
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Figure 9. Same as Figure 6, but for the VIS-band-mean imaginary index of refraction  (mg).

  We also estimated the seasonal variation of single-scattering-albedo of aerosols. The 

single-scattering-albedo is another important parameter to represent solar absorption effects of 

aerosols. However, it may not be practical to directly infer the single-scattering-albedo only 

from the ground-based measurements of spectral AOTs and VIS-band diffuse irradiances. This 

is because the surface diffuse irradiances are affected not only by single-scattering-albedo but 

also asymmetry factor of aerosols, even for an aerosol layer with a given AOT. Figure 10 

shows the seasonal variation of the daily-mean single-scattering-albedo at the wavelength of
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500  nm, which was calculated from the retrieved size-distribution and imaginary index of 

refraction. The uncertainties in the retrieved values can be estimated to be about ±0.07 in 

winter,  *0.04 in summer, and  ±-0.06 for an average case of  r560 =  0.3 and  mi = 0.03 in the 

observation period. The feature of seasonal variation for the single-scattering-albedo is similar, 

but opposite, to that for the imaginary index of refraction, that is, minimum in winter and 

maximum in summer. The seasonal-mean value of the single-scattering-albedo was estimated 

to be 0.79 in spring, 0.87 in summer, 0.77 in autumn, 0.69 in winter, and 0.75 over the whole 

period. These values are rather small, compared to the values estimated from the AERONET 

data for several key aerosol types (e.g., Dubovik et  al. 2002), and the INDOEX campaign for 

aerosols in the tropical Indian Oceanic area (Satheesh et al. 1999), and the APEX campaign for 

aerosols at Amami-ohshima island (28.44° N, 129.70° E) in the southern East China Sea (Ohta 

et al. 2001). However, Hayasaka et  al. (1992) reported the similar values of 0.80 in spring, 

0.93 in summer, 0.75 in autumn, 0.69 in winter for the seasonal-mean single-scattering-albedo 

at A = 632.8  nm for aerosols in the Sendai area. These results suggest that aerosols in the Japan 

area might be more solar absorptive, compared to aerosols in the other regions, however, more 

comprehensive studies will be necessary before a concrete conclusion on this issue.  
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but for the single-scattering-albedo computed at the wavelength
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2.5 Discussion 

2.5.1 Comparison of the surface  radiative-forcing 

  In this section, we compare the present surface radiative-forcing, in particular aerosol 

forcing-efficiency, with that obtained from the other observational studies. Only a few studies 

have estimated the radiative-forcing of aerosols in Asia from ground-based solar irradiance 

observations. In the INDOEX campaign, Jayaraman et  al. (1998) estimated the forcing-

efficiency  f3 in the spectral band of 280-780 nm for  T500/ < 0.8 from shipboard observations 

over the Indian Ocean and the Arabian Sea (60°-76° E  and  —5°-20° N), through January and 

February 1996. For the global component of the normalized surface downward radiative-

forcing  AF  tt, they obtained /3 values of —285 W  m--2, per unit increase of  .1-00/  ,u,, near the 

coast of India, and —80 W  m-2 the central region over the Arabian Sea and the Indian Ocean. 

They also estimated effective scattering efficiencies of e = 0.5 near the coast of India, and e = 

0.77 for the interior ocean region. From the lower values of  e near the coast of India 

(representative of very turbid atmospheres) compared to those in the open ocean region 

(representative of  clean maritime atmospheres), they pointed out that the coastal aerosols 

might be more absorbing, compared to aerosols in the open ocean region. We obtained /3 = 

—178 W  m-2 for the VIS-band global component, and e = 0.48 for the VIS-band downward 

radiative-forcing. The present value of  e is close to that obtained by Jayaraman et  al. (1998) 

near the coast of  India. However, the magnitude of the present  /3 value is much smaller than 

that which they obtained in the same region. This is due mainly to the narrower wavelength-

range of the VIS-band irradiances measured in the present study (A = 300-715  nm) compared 

to those used by Jayaraman et  al. (1998), (A  =  280-780 nm): the VIS-band insolation at the top 

of the atmosphere at 00 =  0° in the present study is about 90 W  m" smaller than that for 

Jayaraman et  al. (1998). 

  Further, Conant et  al. (2000) estimated the surface radiative-forcing in the spectral band 

400-700 nm from surface solar irradiances measured during February and March 1998 at the 

Kaashido Climate Observatory  (4.96° N,  73.47° E), the Republic of Maldives, during the 

INDOEX campaign. They estimated the mean value of e = 0.7 averaged over the observation
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period. These results suggest that aerosols over Kaashido Island were less absorptive for 

visible solar radiation than were the aerosols near the coast of India, and over the Tsukuba 

area. 

  In the Japan area, the work by Takayabu et al. (1999) is, at present, the only one published 

estimation of the surface radiative-forcing of aerosols (but without the forcing-efficiency), 

which was obtained from the routine solar radiation measurements. They estimated a value of 

—18 W  m-2. for the year-averaged, daily-mean net radiative-forcing. Unfortunately, however, 

the present results could not be directly compared with their estimation, because the present 

aerosol radiative-forcing was evaluated from the limited numbers of clear days' measurements, 

so it was hard to accurately estimate a year-averaged, daily-mean value.

2.5.2 The seasonal variation of aerosol components 

  The present study suggests that the seasonal variations of the estimated aerosol optical 

properties and surface radiative-forcings were correlated, and that they could result from 

differences in the dominant aerosol components over the Tsukuba area, depending on the 

season. It is also of interest to know what aerosol components are dominant in each season, 

and what processes can affect the seasonal variation of the dominant aerosol components. In 

this section, we discuss the seasonal variation of aerosol components over the  Tsukuba area 

from the point of view of the seasonal features of the aerosol optical properties estimated in 

the present study. The meteorological data such as wind direction, wind speed and relative 

humidity can help the discussion. Figure 11 shows the distribution of wind-direction and wind-

speed observed in each season, and Table 3 gives the seasonal mean values of the wind-speed 

and relative humidity. The surface meteorological data were obtained at the  MRI. 

  The highest particle concentration in the accumulation-mode in summer could be partly 

caused by local generation of small particles due to the gas-to-particles conversion process 

under the summer weather conditions of abundant sunshine and high relative humidity (see 

Table 3).
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 Table 3. Seasonal average of wind-speed (WS) and relative-humidity 

surface. The values in parentheses are the values of standard-deviation.

(RH) observed at the

WS  [m/s]

 RH  [%]

 Spring

3.2 

(1.5)

47.1 (18.0)

Summer

1.8 

(0.8)

 70.0  (12.3)

Autumn

2.4 

(1.5)

 53.0  (14.4)

Winter

3.4 

(2.2)

 36.1  (13.1)
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Figure 11. Distribution of the wind-direction and wind-speed at each season observed at the 

surface. Plotted are the values of wind-direction and wind-speed observed every hour at the 

same time when the aerosol radiative-forcings and imaginary index of refraction were 

estimated.
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Further, Hayasaka et  at. (1998) pointed out that the spreading or transport of hazy atmospheres 

from the Tokyo metropolitan area might enhance the aerosol loading in the summer season 

over the Tsukuba area. This is because the  MR1 is located to about 50 km northeast of the 

Tokyo metropolitan area and the prevailing wind is generally southerly in summer, as shown 

in Fig. 11. Since most of particles transported from the Tokyo metropolitan area are considered 

to be anthropogenic aerosols, which are generally dominated in the accumulation-mode, this 

transportation also affects the high concentration of accumulation-mode particles found over 

the Tsukuba area. Thus locally generated and transported small particles consist mainly of 

anthropogenic aerosols such as sulfate and nitrate particles, as well as soot particles. The 

relatively smaller values of the VIS-band mean imaginary index of refraction  m, estimated in 

summer suggest that the fractions of such weakly-absorbing aerosols as sulfate and nitrate 

particles to strongly-absorbing soot particles are relatively larger in summer than in the other 

seasons. Furthermore, water uptake by hygroscopic aerosols in accumulation-mode could also 

contribute to the larger values of the aerosol optical thickness and single scattering albedo in 

summer under the higher relative humidity of 70% (Table 3). 

  On the other hand, the largest values of  m1 in winter suggest an enhancement of fractions of 

strongly absorbing aerosols such as dust and soot particles. Actually, Takayabu et al. (1999) 

estimated the weight fraction of soot particles to be about 5-10% in summer and 10-20% in 

winter for aerosols over the Tsukuba area. The local emission of soot particles might increase 

due to larger combustion of fuels in winter than in the warmer seasons. Also, there might be a 

possibility of long-range transport of absorbing aerosols. Kaneyasu et al. (2000) suggested that 

carbon-rich aerosols frequently flow out from the East Asian continent and pass over the Japan 

Islands in winter. In late autumn we have encountered several cases for which very large  m, 

values, exceeding those in winter, were retrieved. This feature is consistent with the result of 

Takayabu et  al. (1999), who reported that the soot weight fraction from October to December 

was larger than that from January to February 1996 over the Tsukuba area. They attributed the 

large soot fraction in the late autumn season to local biomass burning after the rice harvest. 

  The reason why the amount of coarse particles in summer was less than in other seasons
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can be interpreted as follows. In summer, rather calm winds and high precipitation (see Table 

3) might weaken the local emission of dust particles. On the other hand, in spring the amount 

of coarse particles was significantly larger than in other seasons. Bi-modal size distributions 

with enhanced coarse-mode particles have frequently been observed around Japan in spring 

 (e.g. Tanaka et  al. 1989; Shiobara et  al. 1991; Hayasaka et  al. 1998). The enhancement of 

coarse particles is mainly caused by local emission of dust particles and pollen, as well as by 

long-range transportation of wind-blown dust particles, known as the Kosa (yellow-sand) 

event, from the East Asian continent. In the present study, a typical Kosa event was reported 

on March 2, 1999, when the estimated volume size distribution in the  0.6-2.0  pm radius range 

was about five times larger than for the spring-mean size distribution. The larger amounts of 

dust particles together with a larger soot fraction in spring compared to summer might 

contribute to the higher  mi values. 

2.6 Summary 

  Since 1997, precise ground-based solar radiation measurements using four broadband 

pyranometers and a sun-photometer have been carried out at the Meteorological Research 

Institute in Tsukuba, Japan. By analyzing the observational data obtained between April 1997 

and March 1999 under completely clear-sky conditions, we have estimated the direct 

radiative-forcing on the surface solar radiation, as well as size distributions and the VIS-band 

imaginary indices of refraction for columnar aerosols. The seasonal variations of aerosol 

radiative-forcing and optical properties are discussed in this paper. 

  The direct radiative-forcing to the surface downward solar irradiances was estimated as the 

difference between the measured downward irradiances and those computed for the 

corresponding aerosol-free atmospheres at a solar zenith angle  O < 70°. In the radiative-

transfer calculation, we utilized vertical temperature and humidity profiles measured from 

radiosondes launched at a neighboring location, as well as water vapor amounts estimated 

from sun-photometer measurements. We also estimated the aerosol net radiative-forcing to the 

net global irradiances at the surface by assuming constant surface albedos during the whole 
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period. We further estimated the aerosol forcing-efficiency  f, which represents an increased 

magnitude of the radiative-forcing with an increase of visible AOT, for the different spectral 

bands and solar radiation components. We restricted the analysis to cases with normalized 

visible AOTs of  r5001  u < 0.8 in order to reduce the non-linear dependence of solar radiation on 

 r500/  IL By combining the spectral AOTs measured by the sun-photometer and the measured 

VIS-band diffuse irradiances, we have developed an algorithm for simultaneously retrieving 

size distributions and VIS-band mean values of the imaginary index of refraction of  columnar 

aerosols. Errors involved in the retrieval were discussed. The highlighted results are as 

follows: 

  (1) The surface net radiative-forcing in the VIS-band, averaged over the whole period, was 

almost four times larger than that in the NIR-band. The period-averaged aerosol forcing-

efficiency for the net global irradiances in the VIS-band  (0= —162 W  m".2) was also about five 

times larger than that in the NIR-band. The sum of forcing-efficiencies in the VIS-band and 

NIR-band comes to the total-band forcing-efficiency  /3 = —196 W  m-2. The VIS-band forcing-

efficiency has an evident seasonal variation with a maximum magnitude of —180 W  m4 in 

winter, and a minimum magnitude of —134 W  In-2 in summer; the total-band forcing-efficiency 

has a similar seasonal variation to that for the VIS-band. For the  NIR-band, the seasonal 

variation of the forcing-efficiency is less evident, and different from that in the VIS-band, with 

the maximum magnitude occurring over winter and spring and the minimum over summer and 

autumn. The feature of seasonal variations over the  Tsukuba area suggests that the aerosol 

amounts and their optical properties are different due to different dominant aerosol 

components depending on the season. 

  (2) The volume size distributions retrieved from the sun-photometer-measured spectral 

AOTs generally exhibit bi-modal profiles typical of tropospheric aerosols: however, the 

specific size distributions differed with the season. In summer, the accumulation-mode 

particles were enhanced with a maximum volume concentration around 0.2  [tm in radius. The 

size distribution in winter showed a minimum content of accumulation-mode particles 

compared to that in the three other seasons. The seasonal variations of the accumulation-mode
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concentration can be interpreted in terms of seasonal changes in the relative contributions of 

various processes such as local generation of small particles by gas-to-particle conversion, 

biomass burning, and transport of  anthropogenic aerosols from the Tokyo metropolitan area as 

well as from the East Asian continent. In the spring we also found spontaneous increases of 

coarse-mode particles due to long-range transported dust particles, called Kosa (yellow sand). 

  (3) The estimated imaginary indices of refraction  mi also showed a clear seasonal variation, 

with the maximum seasonal-mean value of  me = 0.04 in winter and the minimum value of  mi  = 

0.02 in summer. The period-mean  mi value was 0.035. The relatively large imaginary index of 

refraction in winter suggested that the wintertime aerosols over the Tsukuba area might 

involve a significant fraction of soot particles. 

  (4) We found close correlation, with similar seasonal variations, among the direct 

radiative-forcing to the surface solar irradiances and the optical properties of the columnar 

aerosols. The results suggest that the correlated seasonal variations could result from seasonal 

changes in the dominant aerosol components over the Tsukuba area. To clarify this point, as a 

future study, simultaneous measurements of the surface solar radiation and aerosol 

compositions would be useful. It is also important to measure spectral AOTs in the near-

infrared region. This will enable us to more accurately estimate aerosol size-distributions for 

larger particle sizes, and to determine the imaginary index of refraction in the near-infrared 

region.
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Chapter 3

Development of an algorithm to retrieve aerosol properties from 

     dual-wavelength polarization lidar measurements

                             Abstract 

  We developed a sequential algorithm that can determine aerosol types and can estimate the 

vertical profiles of the extinction coefficient at the wavelength (A) of 532 nm for each aerosol 

type by using the information of three channels in the lidar measurements, i.e., co-polarization 

and cross-polarization components at A = 532  run and total component (co-polarization + 

cross-polarization) at A = 1064 nm. The algorithm mainly has the following features; (1) We 

first determine the aerosol type for each layer from the three channels, i.e., water soluble, sea-

salt and dust. (2) The vertical profiles of the value of extinction-to-backscattering ratio (S), can 

be retrieved, contrary to the widely used Fernald method to solve lidar equation where the S-

value is assumed to be constant and should be prescribed. (3) The aerosol optical properties at 

any wavelengths and aerosol microphysics such as a number concentration can be estimated. 

(4) The algorithm is a sequential type so that it can retrieve the distribution of the aerosol 

optical properties from the sea-surface to upward direction. Thus this enables to obtain the 

aerosol optical properties under cloud bottom layer. In order to characterize the retrieval-errors, 

we performed intensive error-analyses. That is, we estimated the errors in the extinction due to 

the assumption made in the algorithm and also due to the measurement for the various 

concentration and vertical profile of  aerosols. We also discuss the superiority of our method 

compared with the currently used methods.

3.1 Introduction 

  Aerosols floating in the atmosphere have a substantial influence on the radiation budget of 

the earth-atmosphere system in both direct [e.g.,  Charlson et al., 1992;  Kiehl and Briegleb 

1993] and indirect ways [e.g., Albrecht, 1989; Twomey, 1977]. To grasp the spatial and
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temporal distribution of optical and microphysical properties of aerosols is crucial for the 

assessment of the effect of aerosols on the radiation budget of the earth-atmosphere. Various 

passive instruments such as a pyranometer, a sunphotometer and a sun and sky-scanning 

radiometer have been utilized for many studies of the optical properties and radiative effects of 

aerosols. For instance, the Aerosol Robotic Network (AERONET) [Holben et  al., 19981 

provides the measurements of the aerosol optical properties by world-wide distributed sun and 

sky-scanning  radiometers. The global distribution of the aerosol optical properties has been 

retrieved using passive sensors installed on satellites [e.g.,  Kaufman et al., 1990;  Nakajima 

and Higurashi,  1997]. Though passive instruments are widely recognized to be useful for 

getting the aerosol optical properties in an air column, they are not suitable to obtain the 

aerosol vertical distribution. Active instruments such as Mie-lidar (Light Detection And 

Ranging) and Raman lidar are powerful tools for studying vertical profiles of aerosol optical 

properties. 

  A Mie-lidar (hereafter  ̀ lidar') is the most popular active instrument for the study of the 

aerosol optical properties. There are many studies to develop algorithms to retrieve the aerosol 

optical properties from the lidar measurement. The method developed by Fernald et al.  [1972] 

might be one of the most widely used one. They show analytical method to solve the lidar 

equation (see equation (1)) for a wavelength of interest, where the contribution of two distinct 

scatters of aerosol and molecule to the lidar return-signal are separately treated. The scheme 

estimates the vertical distribution of aerosol backscattering along an optical path of a laser. It is 

necessary to prescribe constant value of extinction-to-backscattering ratio (3) (referred as lidar 

ratio) along the path, and to provide an appropriate boundary condition at a certain distance 

close to a lidar. We call this type method as sequential algorithm. Klett  [1981] also analytically 

solves the lidar equation. Contrary to the Fernald method, the boundary condition is provided 

at the far end point from a lidar (referred to Inversion method). He shows that the Klett type 

inversion improves the stability of the solution with respect to perturbations in the lidar return-

signal. Some algorithms to estimate the aerosol  backscattering coefficient and the extinction-

to-backscattering ratio from multi-wavelength lidar measurement have been developed on the
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basis of the above-mentioned inversion methods [Sasano and Browell, 1989; Liu et al. 2000]. 

All of the studies assume that S-values are prescribed and  vertically invariable in a laser path. 

This leads to the situation where the shape of the size distribution and complex refractive 

index of aerosols are vertically invariant.  Okamoto et al. [2003] developed an algorithm 

distinctly different from the above-mentioned ones. It is a sequential type algorithm to 

estimate  vertical profiles of ice water content and effective radius of ice crystals from 

simultaneous measurements by a lidar at the wavelength of 532 nm (A = 532 nm) and 95-GHz 

(A = 3.16 mm) cloud  radar. One of key features of the algorithm is that S-value can be 

vertically variable. Kaufman et  al. [2003] also proposed a new algorithm distinctly different 

from the methods of Fernald et al. [1972] or  Klett  [1981]. The algorithm was designed to 

analyze data measured with dual-wavelength polarization lidar installed on the CALIPSO 

satellite (Cloud-Aerosol Lidar and infrared Pathfinder Satellite Observation) and a MODIS 

(Moderate resolution Imaging Spectroradiometer) instrument installed on the Aqua satellite. 

They assumed four and five aerosol models for fine and coarse modes, respectively. The 

algorithm determines the aerosol-models for the fine and coarse mode and retrieves the 

vertical profiles of extinction-coefficients of the fine and coarse aerosols by using both the 

data measured with the lidar and the  MODIS. The S-value can be vertically variable with the 

ratio of the concentration of fine and coarse aerosols. However, the retrieved aerosol-models 

for the fine and coarse mode are vertically invariable, which is unrealistic, for example, the 

case that the dust aerosols are transported to the maritime environment at high altitude [e.g., 

Sugimoto et  al.,  2002]. 

  There are huge efforts to classify aerosols into typical components, to provide optical and 

 microphysical properties for each aerosol component and to propose several aerosol models 

representing under various environment based on many observational studies [e.g.,  Shettle and 

Fenn, 1979;  d'  Almeida et  al., 1991; Hess et  al., 1998]. For example, Hess et al. [1998] 

established a software package called as OPAC (Optical Properties of Aerosols and Clouds), 

which provides aerosol optical properties in the solar and terrestrial spectral range . They 

classified aerosols into the following categories, i.e., water-soluble particles consisted of
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various kinds of sulfates, nitrates, organic and water-soluble substances, sea-salt particles 

consisted of various kinds of salt contained in seawater, mineral-transported particles consisted 

of desert dust transported over long distances, and soot particles consisted of strong-absorbing 

black carbon. They further proposed several aerosol-models representing aerosols under 

various environments. For example, aerosols under a clean maritime environment are 

represented as a mixture of water-soluble particles and sea-salt particles . Aerosols in a 

maritime environment polluted by transportation of dust aerosols are also represented as a 

mixture of water-soluble particles and sea-salt particles and further dust particles . However, 

there are not many studies about the vertical profile of aerosols. This is because an adequate 

method to retrieve the vertical profile of concentration of each aerosol component from field 

observation has not yet well developed. 

  Similar to the algorithm by Okamoto et al. [2003] for ice clouds, we developed a 

sequential algorithm to estimate S-parameter and extinction coefficient at A = 532 nm of three 

aerosol components, that is water-soluble aerosol, sea-salt aerosol and dust aerosol , from three 

channel measurement by dual wavelength lidar with polarization function . The three channels 

are the perpendicular component  (Pa) and the parallel component  (PH) of power received by a 

detector to the linearly polarized transmitted laser at A = 532 nm and total received power (i .e., 

  +  Po) at A = 1064 nm. This algorithm is designed to intend to analyze the data observed by 

dual wavelength lidar with polarization function installed on the research vessel Mirai of the 

Japanese Maritime Science and Technology Center (JAMSTEC) in the Pacific Ocean near 

Japan from May 14 to 28, 2001, which is called as Mirai  MRO1-K02 cruise . This ship-borne 

measurement is conducted as a part of the Japanese activities in Asian Pacific Regional 

Aerosol Characterization Experiment (ACE-Asia). 

  In section 2, the mathematical expressions, assumptions needed for the algorithm and the 

method to retrieve the vertical  profiles of three aerosol components are described . In section 3, 

we  discuss the error-analysis and the sensitivity-study related to the measurement uncertainty 

and the assumptions needed for the algorithm. In section 4 , we summarize our findings in this 

study.
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3.2 Algorithm to estimate the aerosol optical properties 

3.2.1 Lidar equation 

  The lidar equation is derived from Beer's law and usually given by 

                   AZ  P
i(Z)-C` (1) 

where the suffix  ̀ i' denote the wavelengths of 532 nm and 1064 nm. Z and  OZ are a distance 

from a lidar and a spatial resolution of lidar. C is a calibration constant. P denotes total power 

received by a detector, that is  P=  Pi+  PH.  (, a and  T  are backscattering coefficient, extinction 

coefficient, and optical thickness, respectively. r is defined as an optical thickness from a lidar 

to the distance of Z as follows, 

 ti(Z)  fo  cri(z)dz (2) 
Since aerosols and molecules are considered in this study, a,  13  and  r  are defined as, 

 al(2)—aa  ,i(Z)+  a,„,i(Z)+  a$,,(Z), (3) 

 fi(Z)  i3a,i(Z)+  13„,,i(Z), (4) 
 -ra,i(Z)+r„,,;(Z)+  T-81Z), (5) 

where the suffixes 'a',  'In', and  g' mean aerosols, molecule scattering, and gas absorption, 

respectively. Since Z and  OZ can be considered as known values, the equation (1) can be 

represented as follows, 

                              Z2 
                  ficbs,i(Z)-Pe(Z)-  fii(Z)exp{-2t,(Z)}. (6)  CAZ 

In the following, we call  Nobs an attenuated  backscattering coefficient. Though the calibration 

constant C must be known in advance, here that is treated as a known value. 

  Since a lidar measures radiation reflected at a layer with a finite thickness, the equation (1) 

should be modified as follows, 

                             z+Az Pi(z)       Pi(Z)—f(7) 
                           z-- OZ 

 2 

 Okamoto et al.  [2003] suggests a modification and give a discrete lidar-equation as follows
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1  Pi(Z1  )Cd31(4)exp{-2r,(4.4,2)1 fexpf-2a,(21)(z–Z1._112 )1CIZ, (8)                                                                Z14/211-112 z- 

where  Zl  is the distance from a lidar to the center in the  l-th layer.  4112 and  Z1_1/2 are given by 

 aZ  Z
1t1/2 if-d1±-2• (9) 

The values of  13 and a in the  1-th layer are assumed to be constant. They simplified the integral 

term in equation (8) using an approximation as  OZ << Z as focusing on the situation where 

clouds exist far from the ground where a rader and a lidar are established. Since we focus on 

aerosols, which exist close to the sea surface, we apply another approximation that the value of 

 alZ1)(z-4112) is small. This approximation can be reasonable for analysis of aerosols from 

lidar measurement at A = 532 nm and 1064 nm, where the value of a is enough small. For 

example, in the case that  a= 0.2  km-1 and  6Z = 100 m, the relative error is about  0.1%, which 

is smaller for the smaller values of a and  OZ. Hence, the equation (7) can be approximated as, 

 Pi(4)-C,13,(Zdexpl-21-,(Zi_wi a                       + 2ai(Z1){ln(-Lw+—OZ11(10) 
                                     Z1-1/2Z1+1/2                                                                 1+1/2Z1+1/2 

In this paper, we use not received power P but attenuated backscattering coefficient  Pas as 

measurement data of lidar.  13.b, is defined from the equations (6) and (10) as, 

         Z/2ZZZ 
  1301,i(Zd=pi(zdexp{--.21-1/2                            + 2a,(ZdZIPIn+ . (11) 

 Z1-1/2Z1+1/26Z  Z1+1/2  Z1+1/2

3.2.2 Aerosol models 

  As shown in the equation (11), an attenuated backscattering coefficient  13.6, is a function of 

16 unknown parameters, i.e.,  a.,  am,  Cr  pa,  13,,,  ra,  r„„  and  ; at two wavelengths (A = 532 nm 

and 1064 nm). We will be able to know optical properties of molecular scattering and gas 

absorption, i.e.,  am,  ag,  p,a,  r,„  and  ; by using an observed atmospheric profile or appropriate 

atmospheric model  [e.g., McClatchey et al.,  1972]. Hence, the equation (11) is a function of 

aerosol optical properties, i.e.,  a.,  pa  and  ra. If the aerosol optical thickness  ra can be got, and 

the aerosol extinction coefficient  as and backscattering coefficient  /34, can be given as a
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function of two unknown parameters, we will be able to estimate the values of the two 

parameters at  l-th layer from the  flobj-values observed at the dual wavelengths data. In the rest 

of this subsection, we discuss the method for giving  cra and  fa as a function of two parameters. 

The retrieval method  of  ; is discussed in subsection 2.4. 

  We assume that the volume-size distribution of aerosols is bimodal. This might be 

adequate since it is well known that tropospheric aerosols generally exhibit a bimodal size 

distribution having an accumulation-mode with a mode radius of order sub-micron, and a 

coarse-mode with a mode radius of order micron [e.g., Shiobara et al., 1991;  Hayasaka et al., 

1992; Dubovik et al., 2002; Nishizawa et al.,  2004]. We also assume two aerosol-models called 

as  'Sea-salt model' and  'Dust model' in this paper. Each of the models is consisted of two 

aerosol components with a mode radius in accumulation-mode and coarse-mode. The 

microphysical and optical properties of the aerosol components are shown in Table 1. The way 

to give the properties is discussed afterward. The sea-salt model and the dust model 

correspond to the clean maritime aerosol model and the maritime aerosol model polluted by 

transportation of dust particles described in the OPAC, respectively, as denoted in the section 1. 

If we can choose an adequate model at each layer from the two models, we can estimate the 

concentrations of two aerosol components of the model chosen at each layer from the  flobs-

values observed at the dual wavelengths data. The way to choose the model is discussed in the 

next subsection. Hence, we can retrieve the vertical profile of three aerosol components, that is, 

water-soluble aerosol, sea-salt aerosol, and dust aerosol. This algorithm retrieves extinction 

coefficients at  A  = 532 nm of water-soluble aerosols  (aws), sea-salt aerosols  (ass) and dust 

aerosols  (cps). 

 The aerosol extinction coefficient  as and backscattering coefficient  fia at  l-th layer can be 

expressed as follows, 

 )  RAm  r  Am(Zi  )  +  Rcm,p  cm  (4)  , (12) 

 fia,i(Z/  )  'Amp'  Am(Zi)  +  Ucm,iacm(Z1),  (13) 

where the suffix 'AM' means accumulation mode aerosols, that is, water-soluble aerosols, and 

'CM' is coarse mode aerosols
, that is, sea-salt or dust aerosols. 
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 Table!. The microphysical and 

aerosols used in the algorithm.

the optical properties of the models and the components of

Name Fine mode Coarse mode

Sea-salt model 

 Dust model

Water-soluble 

Water-soluble

Sea-salt 

 Dust

Property Water-soluble Sea-salt Dust

 r„,  [pm] 

 Sd 

 inr,532;  Mr,1064 

 n1/4532;  n141064 

 R1064 

S532 ;  S1064  [sr] 

U532 ; U1064[SrI] 

  U1064 U532 

   Note

     0.13 

      1.6 

   1.41 ;  1.40 

2.32e-3 ; 6.75e-3 

     0.16 

   55 ; 26 

 0.018  ;  0.006 

     0.33 

 Hess et al. 1998 

Smimov et al. 2002

      3.0 

      2.1 

   1.36 ;1.35 

3.37e-9 ; 3.69e-5 

     1.10 

 20  ;  32 

  0.051 ; 0.034 

     0.67 

 Hess et  al. 1998 

Smimov et  al. 2002

     3.2 

     2.2 

 1.53  ; 1.53 

6.33e-3 ; 4.26e-3 

    1.10 

 22  ;  14 

 0.045 ; 0.079 

     1.76 

 Hess  et  al. 1998

R is a ratio of the extinction coefficient at  A = i to that at A = 532 nm (i.e.,  Ri=cri  I  cr532)• U is 

defined as the ratio of R to a  lidar ratio S (i.e.,  U= R  I  5). The values of  R,  S and U are shown 

in Table 1. The values of R and S are computed from Mie theory on the assumption that 

aerosols are spherical and homogeneous. A complex refractive index and size distribution of 

aerosols are needed to compute the values of R and S. The values of the complex refractive 

index of water-soluble aerosols, sea-salt aerosols in accumulation mode and mineral-
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transported aerosols described in the OPAC are utilized for those of water-soluble, sea-salt and 

dust aerosols. The values of the complex refractive index of OPAC water-soluble and sea-salt 

components depend on relative humidity. We use the values of the complex refractive index at 

the relative humidity of 70 %, which corresponds to the mean value of relative humidity 

during  MR01/K02 cruise. The volume size distribution of aerosols is assumed to be lognormal 

as given by, 

         dV(r)  VI(1nr - lnr,„)2} 
 d  lnr4-2-;ln sd,exp2  In  sd(14) 

where  V0,  r„, and  sd denote volume concentration, mode-radius, and standard-deviation. We 

used the values of  r,„ and  sd in accumulation and coarse modes of bimodal size distribution 

estimated in  Srnirnov et al. [2002] for those of water-soluble and sea-salt components, 

respectively. They estimated size distributions of ambient aerosols from sun and sky 

radiometer measurements in three Aerosol Robotic Network (AERONET) islands over the 

tropical Pacific oceans, where aerosols are considered to under clean maritime environment 

free of continental influence. For dust aerosols, we use the  r„, and  sd values of mineral-

transported aerosols described in the OPAC. 

  We calculate the optical properties of three aerosol components from Mie theory on the 

assumption that aerosols are spherical particles. However, the assumption might not be 

adequate, especially for dust aerosols. For example, Liu et  al. [2002] derived the lidar ratio at 

the wavelength of 532 nm for Asian dust originating in desert areas of East Asia from Raman 

lidar measurements. The results show that the values of lidar ratio S observed for dust aerosols 

are between 42 sr and 55 sr, whose values are larger than the typical value of 20 sr predicted 

for desert dust from Mie theory. They concluded that the larger value of lidar ratio measured 

for Asian dust is caused mostly by the nonsphericity.  Midler et  al. [2003] also reported the 

larger value of lidar ratio at A = 532 nm between 50 and 80 sr for Saharan dust from Raman 

lidar measurements, and suggested that the nonspherical geometry of the particles may cause 

the larger lidar ratio. We should construct the model considering the shape of dust particles, 

however, we have not yet had sufficient knowledge for the shape of the dust aerosols, and 

                          56



therefore have not yet found the representative shape for dust aerosols. We also have only 

insufficient knowledge for the optical properties and microphysics of non-spherical aerosols. 

Consequently, we apply Mie theory for the calculation of the aerosol optical properties.

3.2.3 Determination of the aerosol model by using the depolarization ratio 

  The aerosol depolarization ratio  (AV is defined as the ratio of the perpendicular component 

of aerosol backscattering coefficient to the parallel component [e.g.,  lmmler and  Schrems, 

 2003].  A, can be gotten from polarization measurement with lidar by the following equation, 

                 (8,„—(5,0(4))13,14)—f3„(4)(5,a(ZI)                                                (15)              15a(Zdgm'(6
,4(4)—(5„,0,,(4)—(1+6,,)fia(Z1)' 

where  4,1 is a total depolarization ratio, which is  defined as the ratio of the perpendicular 

component to the parallel component of the power received by a detector to the linearly 

polarized transmitted laser [e.g., Kobayashi et  al., 1985; Gobbi and Barnaba,  2003]. In this 

study,  4,, is defined as the ratio of the perpendicular component  (t3obs,1) to the parallel 

component  (flob,11) of the attenuated  backscattering coefficient, that is  Ow =  1301,3,11  13,00.  45,, is a 

molecular depolarization ratio, which can be given as the value of 0.014 from the literatures 

[e.g., Beyerle et  aL, 1998;  Murayama et al.,  1999]. The aerosol depolarization ratio  Oa is a 

sensitive parameter to a shape of an aerosol. For example, the  Oa-value of spherical particles is 

zero, on the other hand,  Oa generally shows non-zero value for non-spherical particles such as 

dust aerosols. Gobbi et  al.  [2000] measured the aerosol depolarization ratio at A = 532 nm 

from polarization measurements with lidar at Crete over the Mediterranean in May 1999. The 

mean value of  Oa for maritime aerosols in the planetary boundary layer during the whole 

observation period was about 0.1, on the other hand, the mean value of  45a for a dust layer was 

about 0.4. The other observational studies from polarization measurement of with lidar also 

 reported the larger  6a-value for a dust layer (  4,  0.1) and smaller value for a non-dust layer 

 (  (5. <  0.1) [e.g., Murayama et  aL, 1999; Liu  et  al., 2002;  Immler and  Schrems, 2003; Muller et 

al.,  2003]. This implies that we will be able to detect an aerosol layer with dust particles or 

without dust particles from the aerosol depolarization ratio. Then, we try to choose an
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appropriate model at each layer from the two aerosol models shown in Table 1 by setting a 

certain threshold for the aerosol depolarization ratio. In this study, the threshold value of the 

aerosol depolarization ratio  (t5„,) is set to be 0.1. Hence, we adopt the dust model or the sea-

salt model for a layer with the value of  15s greater than  45„,, or smaller than  6„,„ respectively.

3.2.4 Estimation of the extinction  coefficient for three aerosol components 

  We estimate the vertical profiles of the extinction coefficients at the wavelength of 532 nm 

for water-soluble component  aws, sea-salt component  ass, and dust component  aim that can 

reproduce the profiles of the observed attenuated backscattering coefficient fobs. The algorithm 

is schematically illustrated in Figure 1. It takes the following steps. Firstly, the vertical profile 

of the optical properties of molecular scattering and gas absorption is calculated using the 

atmospheric profile of observation data or appropriate atmospheric model. Secondly, two look-

up-tables of the attenuated backscattering  coefficient at the lowest layer (i.e.,  l = 1) are 

calculated for various values of aerosol extinction  coefficient of the aerosol components for 

the sea-salt model and the dust model, respectively. As denoted in subsection 2.2, the value of 

the aerosol optical thickness from the surface to the altitude of  42, that is  ro(42), is needed 

for the calculation of  flobsili). The OPAC give the vertical  profile of aerosol number 

concentration  N  as follows, 

 N(  )  N(0  )expf—  ZI, (16) 
where, H is a scale height of aerosol number concentration. Then, we give the vertical profile 

of aerosol extinction coefficient in the layer lower than the altitude of  Z112 as the analogy of the 

equation (16) as follow, 

          } 

                   GralZ).aalZ. )expZ 5/2  

        { 

                                              (17) 

Further, the aerosol optical thickness  ;gild can be given as, 

 ra,i(ZI/2)=  Cra,,(ZI)H  ex  ZI/2 (18)
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The OPAC gives the values of H as the minimum of 1 km for the aerosols in the clean 

atmosphere over sea and the maximum of 8 km for those in the polluted atmosphere over the 

urban, except for the value of 99 km for the transported mineral-aerosols. We assume the H-

value of 1.3 km in this study. The error-analysis related to this assumption is discussed in the 

next section. Hence, the value of attenuated backscattering coefficient at the lowest layer 

 (fiebs,gd) can be calculated from the following equation, 

                          pi12 )... 1)}  t(Z)           ( Pobs,t(ZI131(Z1)ex+2{rmi(Z112 )+ T83(Zi/2)+ca,l(Zi)exZ                           iH( +2a,(Z1)Z1Zi/2Z3/2hi/2+  Zi   OZ  3/2  Z3/2 

                                              (19) 

Thirdly, we find the best combinations of the extinction  coefficients for the aerosol 

components of the sea-salt model and the dust model, respectively, from the calculated look-

up-tables, where the criterion is set to be as follows, 

 2  P
o,i(Zi)-130(Zi)  6 (20) 

 l-1  P  o,i(Z  1) 

where  A denotes the observed attenuated backscattering coefficient and  fie is the attenuated 

 backscattering  coefficient of the constructed look-up-tables.  So is a certain threshold. The value 

of  Opis set to be 0.01. Fourthly, the values of aerosol depolarization ratio  are computed from 

the equation (15) for the sea-salt model and dust-model, respectively. As denoted in the 

subsection  2.3, we adopt the sea-salt model when the  Oa-values computed for the sea-salt 

model and the dust model are smaller than  6a,c. Contradictorily, we adopt the dust model when 

the  Oa-values computed for the sea-salt model and the dust model are greater than  S. Fifthly, 

we calculate the optical thickness of aerosols from the surface to the altitude of  43/2  (ralZ312)) 

from the equation (2) using the estimated values of  acad. At the 1-th layer higher than 2nd 

layer, we can calculate the attenuated backscattering  coefficient  ficbsIZI) from the equation (11) 

using the estimated value of  ra,a14,2). Hence, by performing the steps secondly to fifthly for 

each layer, we can estimate the vertical profiles of the extinction coefficient for three aerosol 

components from the lowest layer to the highest layer.
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Calculation of the vertical profile of the  optical  properties 
     of molecular scattering and gas absorption 

 Amtgii, and  riwatursiZAI

I 6,(Z)

     Observed data

 f3JZL)
 calculation of the  look-up. 

   tables of  ti.,60(Z)) 
as a function of  c and  ads 

  for the dust model

 calculation of the  look-up-
   tables of  13„0,0(4) 

as a function of  ow, and 
 for the  sea•salt model

 Retrievals of 

 gig d) and  or  4) 
 for the dust model

   Retrievals of 
 awsgd  and  ass  d 

for the sea-salt model

 calculation of 
  the  hiiii-values 

 for the dust  model  (Sam)

    calculation of 
    the  43(Zil-values 

for the sea-salt model  (6, ..01

 De  AnningignaQUingra 
Case  km>  lbw and  6„m>  6„,„  40.. Dust model 

 Case  2  :  (Us<  6„ and  6,At<  6„,  .4, Sea-salt  model 
 Case  3  : others  .4,  Unknown

 Loop for Layers 

from the lowest layer

 1=1+1  Calculation of the optical thickness of  aerosols 
  to the  altitude of  Zri+.14.1r2  (Tacgri+.1#.1(1))

 Loop for layers 

 from the lowest layer 

 1=  1+

Figure 1. Schematic of the algorithm to retrieve the vertical profiles of for the vertical profiles 

of  aws,  ass and  am from three channel data measured with dual wavelength lidar with

polarization function.

  It is important to confirm that the  flas is sensitive to  aws,  ass, and  aps. Figure 2 is examples 

of the tables of the attenuated backscattering coefficients  ftbs for the sea-salt model and dust
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model. The values of fobs shown in figure 2(a) are calculated from the equation (11) using the 

values of  Z. 500 m,  8Z = 82.5 m, and  ra = 0.06 (A = 532 nm) and 0.03 (A = 1064 nm). The 

values of  Abs, shown in figure 2(b) are calculated from the equation (19) using the values of Z1 

= 200 m and  a = 82.5 m. The optical properties of molecular scattering are calculated using 

mid-latitude summer model edited by McClatchey  a al.  [1972]. The attenuation due to gas 

absorption is not considered because it might be negligible small in the troposphere. The 

figures show that  crws,  ass, and  am have a enough sensitivity to  flow. In addition, as shown in 

the figures, there exists some cases that  Oa,  j-values calculated for the sea-salt model are the 

same as those computed for the dust-model, which means that there become a multiple 

solution. However, we can prevail this problem by determining the model using the aerosol 

depolarization ratio  Oa as discussed in subsection 2.3. 

0.025    0.02S  

     0.02 

    0.015 

 I 

     0.01 

aka. 
    0.005 

      0

(a)

 DS
 =  0.11

ow= 0  up 
   a  =0  ws

  Dust model 

a  = 0.22  r.  DS 

                  Sea-salt 
                 model 

                „„:„ ass= 0.23 
      -. /0, if- a  =0.115 

   7",f ss 
   %E             1111."`"'"•••a

ss= 0    .11\ aws= 0.55 
 a  =0.275  WS

0 0.005 0.01 0.015 0.02 0.025 

 p  oh (532  nm)  [knfister•1]

 I 
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 0.025 
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0.015 

0.01 
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  0

(b)

a

  = 0 
 DS 

   a  =0      ws

Dust model

a  =  0.275  WS

 i-salt model 

 =  0.23 

0,115 

= 0

Figure 2. The examples of the look-up-tables of  fobs  to crws, ass and aps at a layer higher than 

the lowest layer (a) and at the lowest layer (b). The unit of the values of aws, ass and am 

shown in the figure is  [km-1. 

  There might be cases that the  Oa-values computed for the dust model and the sea-salt model 

do not match the conditions for the determination of the aerosol model, that is the  ha-values 

computed for the sea-salt model and the dust model are greater than  6, and smaller than  6o,„ 

or, smaller than  (5a„ and greater than  (5a,, which is due to the assumption needed in this 
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algorithm and measurement uncertainty. In the cases, we can not determine the aerosol model 

(sea-salt model or dust model) at the layer. Then, we treat the aerosol model at the layer (e.g., 

1-th layer) as a  'unknown' model. The value of the aerosol optical thickness is needed to 

estimate the aerosol optical properties at the next layer (i.e.,  (1+1)-th layer). Then, we adopt 

the values of  aws and  UDS retrieved using the dust model as the estimation at the layer (i.e., 1-th 

layer), since the retrieval errors for the dust model are generally smaller than those for the sea-

salt model, which is discussed in the section 3. Further, there might be cases that the value of 

 1304s is out of the range of the look-up-table (see figure 2) due to the assumption needed in this 

algorithm and measurement uncertainty. We define  Dp as the index to represent the difference 

between the observed  gobs  (f3„) and  13„b, of the constructed look-up-table  (fir), as follow, 

              D11 I213(Z)—I3.(Z2             0,1111(21) 
               0P

0,1(Z1)                    1..1( 
As the estimation at the layer, we adopt the values of  aws and  ass (or  cps) where the value of 

 Dp is the smallest. This enables to estimate the values of  aws and  ass (or  aps) at the higher 

altitude. However, the estimation is finished at the layer if the smallest value of  Dp is greater 

than 0.4.

3.3 Sensitivity study and Error analysis 

  In this section, we discuss the retrieval-errors of  aws,  ass, and  am due to the assumption 

given for the aerosol vertical profile under the lowest layer (see section 2.4), the measurement 

uncertainty and the difference between the aerosol optical properties in the actual atmosphere 

and those assumed in the algorithm. We define a retrieval-error, a measurement uncertainty, or 

a difference of an optical property of a parameter P as  OP =  P,—  P, and the relative error of P 

as AP =  OP  /  P,, where  P, denotes a true value and of P and  P, a retrieved, a measured or an 

assumed value of P. The retrieval errors of  aws,  ass, and  cps can be theoretically got from the 

equations (11), (12), (13) and (19) (see Appendix). The following equations show the relative 

retrieval-errors of  aws,  ass and  Ups at layers higher than the lowest layer (i.e., I  � 2),
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 AA,f  (Z1)  s  F  Am  ,532(  ){413  Zj)  +  251"  a,532(  Z1-  112  )} - 
                                                      (22-1) 

                         dp){413,1064(30bZ1) ^FA m,1vo-( Z.245%Jo"(Z2  )} +A                                                   Givf(Zd' 

       AcYCM (Z1)FCM1064(21){1#3 obs,1064(Zd+ 2Ora,1064(Z1_112 )1 - 
                                                      (22-2)                    FCM,532(Z1 ){413obs,532(Z1)2ara532(Z1_112+  GCM (Z1) 

 FAA,"(Zi) {(CIAA4.1(4)-Ucki,1(ZI))+ (UcA4.1(Z1)-EP-Jz I ) )1DA,,,i(z1), (22-3)                                CR(Z1)Cra ,532(Z1 

 Fc,,1(Z1)41.1cm.,(Z1)-U„,,1(4))+ 11)(U,A,f,(Zd+13L1(4))1D„ (Z,)• (22-4)                                    1 - CR(Z'Cra ,532(Z1) 

The relative retrieval-errors of  aws,  ass and  am at the lowest layer (i.e.,.  I = 1) are also as 

follows, 

                                                                                                                                                                                                                                 •1.1        AC Am(Zi )Fitm,s32(ZI){40„„,(4)-2aa,„2(Zi)OHil--Z--ILL)}}                     HH ,(23-1) 

                                                         Z \'                                   2a„,,,,(Z1)(3Hi1-exp(-La 1-  +  GAM  (4)                      H H 

       da„(Z,)- F„,„,„(Z,){43,,,,,,,,(Z,)-2a,,,„(Z,)(5141-exp(--LH)(1-11,21-2-)11-                                                         , (23-2) 

 Fcm,532(  )  43,4532(  Z,  ) —  2Crar532(  Z  )6Hil  ex  1-  )(1-Z  H"  )11+  GAM  (Z1) 

      F,,(ZI). {(LIAm,1(4)-17,m,1(Z1))+ ((icy ,(Z,)+ Pn"(ZI))1DAmIZ1), (23-3)                               CR(Z,)aa ,532(Z1) 

 Fc,,,,,1(Z1)={(Ucm,1(Z1)-U„,,,,(4))+ (tIA„,,r(ZI)+13""(4)D„,(Zd• (23-4) 

                            ( 

                                    1- CRZ,)'Cra ,532(Z1) 

The suffixes 'AM' and 'CM' mean accumulation mode aerosols and coarse mode aerosols, 

 again. The theoretical expressions of  Aqui and  Acrcm consist of two parts. The first part 

corresponds to the first and second terms, which express the retrieval error of  AaAm and  ACICM 

due to the retrieval error of aerosol optical thickness (i.e.,  bra) and the measurement 

uncertainty (i.e.,  (513ob). The second part corresponds to the third term G, which expresses the 

retrieval error of  AcrAm and  Ackm due to the difference of the true aerosol optical properties and 

those assumed in the algorithm, (i.e.,  OU and  OR). The detailed expression of G is described in 

Appendix. F is the sensitivity of  daAm and  dacm  to  bra and  Afiabs. D in the function F expresses 
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the sensitivity of  tlaAm and  Acrai  to the retrieval error of aerosol backscattering coefficient (i.e., 

 6fla), and the other part of F expresses the sensitivity of  OA to  Ora and  Aft". D is a function of 

mainly U. The detailed expression of D is also described in Appendix. CR is a concentration 

ratio of  AaAm and  Aacm, which defined as a ratio of extinction coefficient of water-soluble 

aerosols  aws to that of (total) aerosols  0;4532 at A = 532 nm (i.e., CR =  aws /  cra,532).  611 is a 

difference of the true value of H and that assumed in the algorithm. The functions of F and G 

depend on aerosol optical properties of  fla,  aa, U, and R and molecule optical properties of  /3,,, 

and  o,,. The equations (22) and (23) indicates that the retrieval-errors of  aws, assandaDS 

depend on not only the discrepancy from the true values (e.g.,  aftbs,  trCa and  6U) but also the 

vertical profiles of optical properties of aerosols and molecules (e.g.,  fa and  a„,). The influence 

of various factors on  Aaws,  Aass, and  „daps will make the assessment of those uneasy. Further, 

 ata makes the assessment of  Aaws,  /lass, and  AuDs more complicated since that is affected by 

 Acrws,  Aass, and  daps themselves (see Appendix). Then, we assess the retrieval-errors of  aws, 

ass, and  cras by applying the algorithm to the lidar-signals computed for simple but realistic 

vertical profiles of aerosols. The aerosol vertical profiles are constructed by changing a 

concentration, a shape of the  profile, a ratio of concentrations of aerosol components, and an 

aerosol component. These parameters will have a strong influence on the retrieval errors of  aws, 

 ass, and  CDs (see the equations (22) and (23)). This analysis will give us the knowledge about 

the sensitivity of the retrieval errors of  aws,  ass, and  aim to the parameters. We also show the 

retrieval errors of  ad,532 and ;532 in addition to those of  aws,  ass, and  aDs. The parameters of 

 aa,532 and ;532 will be able to representative parameters to express the total amount of aerosols 

at a layer and in an air column, respectively. In the following of this section, we used the mid-

latitude summer model edited by McClatchey et al.  [1972] for calculating the optical 

properties of molecular scattering. The attenuation due to gas absorption is not considered. The 

value of 82.5 m is used for the spatial resolution of lidar measurements  (6Z) in this study. We 

consider the layer between the altitudes of 0 km and 2 km. The estimations of  aws,  ass, and  a  DS 

are started from the altitude of 200 m (i.e.,  Z1= 200 m).
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3.3.1  Retrieval.  errors due to the assumption for the aerosol vertical  prof  le 

  We give the aerosol optical thickness in the layer lower than the altitude of  Z112 by equation 

(17). Then, we assume that the value of H used in the algorithm (hereafter He) is 1.3 km, as 

denoted in the subsection 2.4. In this subsection, we assess the retrieval-error of  aws,  ass,  ss, and 

 Gras, due to the assumption. Further, it will be shown that the  I4-value of 1.3 km is appropriate 

for the algorithm. The measurement uncertainty is not considered  (i.e.,  45/3,b, = 0). And also the 

difference of the true aerosol optical properties and those assumed in the algorithm is not 

considered (i.e.,  OU and  OR = 0, thus G = 0). These will clear the sensitivity of the retrieval-

errors of  aws,  ass, and  aDS to the difference between the scale height assumed in the algorithm 

 (He) and that of constructed aerosol-profiles  (H,). Note that the 'true aerosol optical properties' 

corresponds to those of constructed aerosol-profiles denoted in the following. We made 

vertical profiles of aerosols. The equation (17) is used for the shape of the aerosol vertical 

profile. The vertical profiles of aerosols are consisted of the combination of five values of 

scale height  A.  (He = 1 km, 1.5 km, 2 km, 4 km, 8 km), three values of the aerosol optical 

thickness at A = 532 nm from the surface to the altitude of 2 km  rc(rc=  0.1,  0.2, 0.3), and nine 

values of the concentration-ratio of the aerosol components CR (CR = 0.1, 0.2, 0.3, 0.4, 0.5, 

 0.6,  0.7,  0.8, 0.9). The values of U and R of the sea-salt model and the dust model described in 

Table 1 are used to calculate the extinction coefficient  as and  backscattering coefficient  fa of 

aerosols at A = 532 nm and 1064 nm (see the equations (12) and (13)). 

  At first, we discuss the sensitivity of the retrieval-errors of  aws,  ass and  aps to the 

parameters of  14,-r, and CR. The signs (positive or negative) and magnitudes of  Aaws,  /Sass and 

 Aajos strongly depend on those of F as shown in the equations (22) and (23). Then, we denote 

the features of F before discussing the results. F is strongly affected by U through D. The 

wavelength ratio of U (i.e.,  U10"/ U532) of water-soluble aerosols is smaller comparing to those 

of  sea-salt and dust aerosols (see Table 1). This means that the sensitivity of  aws to  Na3 at A = 

532 nm is stronger than that of  ass and  aDS. This attributes to the larger magnitude of  F" at A = 

532 nm than at A = 1064 nm and the larger magnitude of  Fss and  Fay at A = 1064 nm than at A 

= 532 nm. The magnitude of U of water-soluble aerosols is also smaller comparing to those of
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sea-salt and dust aerosols.  This means that the sensitivity of  aws to Pa is weaker than that of  ass 

and  am. This also attributes to the smaller magnitude of  Fws than  Fss and  Fps. F is also 

sensitive to CR,  r, and  14, especially to CR. As shown in the equations (22) and (23), the value 

of  Fws is more affected by that of  Uws with the increase of CR. This leads to the smaller 

wavelength-ratio of  Fws (i.e.,  F  ws.1064  I  Fws, 532) and smaller magnitude of  Fws (see Table 1). 

Contrarily, the value of  Fws is more affected by those of  Uss or  Ups with the decrease of CR, 

which leads to the larger wavelength-ratio of  Fws and larger magnitude of  Fws. The values of 

 Fss or  Fps are more affected by that of  Uws with the increase of CR, and by those of  Uss or  Ups 

with the decrease of CR, respectively. We calculated the values of  Fws,  Fss and  Fps for all the 

aerosol-profiles above-mentioned. The results show that the magnitude of  Fws at A = 532 nm is 

larger than that at A = 1064 nm for all the profiles. And also the magnitudes of  Fss and  F  ps at A 

= 1064 nm are generally larger than those at A = 532 nm, except for the case of CR = 0.9. 

Further, The magnitude of  Fws is generally larger than those of  Fss and  Fps except for the 

profiles of  CR= 0.9. In addition, the values of  Fws,  Fss and  Fps are positive for all the profiles. 

  Figure 3 shows the vertical profiles of the retrieval-errors of  aws and  aDS (upper figures) 

estimated from the profile of  ficb„(Zd calculated using the aerosol optical properties of the dust 

model. The profiles of the retrieval errors of  ra,532 and the wavelength ratio of the retrieval 

error of  to (i.e.,  r  -a,1064  tra,532) also shown in the lower figures. The parameter  ;jou  Ira,s32 helps 

us to understand the features of the profile of  ACrws ,  Aass and  dans. The value of  He is set to be 

1.3 km, and also the dust model is used in the algorithm. The retrieval-errors shown in the 

 figure 3(a), 3(b) and 3(c) are estimated from the vertical profiles of  PobsiZd calculated from 

the aerosol profiles with various values of  1-4,  re and CR, respectively. Then, the values of the 

other parameters are set to be  H, = 2 km,  to = 0.2 and CR = 0.5. The figure 3(a) shows the 

following features for the vertical profiles of  daws and  daps: 

 •  ACrws is underestimated when the value of  He is smaller than that of He (i.e.,  OH is 

   positive), and vice versa. The signs (and magnitudes) of  %Saws and  daps are determined 

   from the signs and magnitude of F,  bra and  aaall at both the wavelengths as shown in the 

   equations (22) and (23). At the lowest layer, the sign of  ACIws is opposite to that of  cro51/
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   at A = 532  nm. This is because  Aa„ is sensitive to  aa611  at A = 532 nm (i.e.,  Fws.  532 >  Fws, 

 lima and the value of  a, at A = 532 nm is larger than that at A = 1064 nm in the case of CR 

   = 0.5. The feature of  F" that is the larger magnitude of  Fws than  F  Ds causes the larger 

   magnitude of  Aaws than  ZiaDs. This contributes to the larger magnitude of 6; at  A = 532 

   nm than at A = 1064  nm at the next layer  (i.e.,  1 = 2) since the wavelength ratio of  aws (i.e., 

 Rws.  1064) is less than 1. At second layer, the larger magnitude of 6; at A = 532 nm, which 

   corresponds to the larger magnitude of  aa6H at A = 532 nm at the lowest layer, also 

   causes the opposite sign of  Aaws to  (5H, and the larger magnitude of  Ora at A = 532 nm at 

   the next layer (i.e.,  1= 3). Thus, the sign of  Aaws is also opposite to that of  611 at the 

   higher layers (1  � 3). On the other hand, the sign of  daps is unclear as shown in the figure, 

   since the magnitude of  AaDs is extremely small. The sign of  AaDs is sensitive to  6; (or 

 crabH) at A = 1064 nm (i.e.,  F  Ds,  1064  >  FD5,532), however, the magnitude of  bra at A = 1064 

   nm is smaller than that at A = 532 nm (see the right-lower figure). This causes the small 

   magnitude of  AaDs. 

 • The magnitude of  /Jaws is larger than  AaDs. This is mainly due to the larger magnitude of 

 Fws than  F  Ds as above-mentioned. 

 • The magnitude of  Aaws increases with the altitude higher. This is due to the increase of 

   the magnitude of  (5; at A = 532 nm with the altitude higher (see the left lower figure). 

   Another cause is that the value of  13„,  /  C7a,532 increases with the altitude higher. As shown 

   in the equation (22), the value of F increase with the increase of  /3„,  /  cra,532, especially at A 

   = 532 nm since the value of  /3,, at A = 532 nm is rather larger than that at = 1064  nm. 

 • The magnitude of  Aaws increases with the increase of the magnitude of 6H. The larger 

   magnitude of  61I causes the larger magnitude of 6; at the lowest layer (see Appendix). 

   This causes the larger magnitude of  6; at the next layer  (i.e.,  1  = 2). Thus, this contributes 

   to the larger magnitude of  ACJws at the higher layers. 

The figure 3(b) shows that the magnitude of  don increases with the increase of  rc. The 

increase  of  ; means the increase of  as in the whole layers. This causes the increase of  tr; (see 

Appendix). The magnitude of  AcrDs is again extremely small, whose causes are similar to those
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 above-mentioned. The figure also shows the similar features of  Aaws and  Aaas to those as 

shown in the Fig. 3(a), that is the larger magnitude of  Aaws than  daps and the increase of the 

magnitudes of  Aaws with the altitude higher. The main causes are also similar to those above-

mentioned. The figure 3(c) shows the following features for the vertical profiles of  tic% and 

 Acips: 

 • The magnitude of  Aaws increases with the decrease of CR, and vice versa. The decrease 

   of CR causes the increase of  Fws, which contributes to the increase of the magnitude of 

 Acrws. On the other hand, the decrease of CR also causes the increase of the wavelength-

   ratio of  F" (i.e.,  Fws,  1064  /  Fws, 532) and the increase of the wavelength-ratio of  as (i.e., 

 cra,10,54  /  cra,532), which contribute to the decrease of the magnitude of  Aaws. As the result, 

   the effect that is the increase of  Fws with the increase of CR affects the feature of  Acrws 

   more strongly.

•

The magnitude of  Aaas increases with the increase of CR, and vice versa. This is also 

mainly due to the increase of  F  Ds with the increase of CR. 

The signs of  Acrws and  Aaas are similar and opposite to that of  bra at A = 532  nm, 

respectively. The feature of  Acrws is mainly due to the larger magnitude of  ara at A = 532 

nm than that at A = 1064 nm (see the right lower figure). The feature of  Aaas is further 

due to the decrease of the wavelength-ratio of  F  Ds with the increase of CR. 

The magnitude of  ACrws and  Aarls increases with the altitude higher. This is also mainly 

due to the increase of the magnitude of  ara at A = 532 nm and the increase of B                                                          r a532 

with the altitude higher.
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 (ACIDS) (upper-right  figure) and ra,532 (ara,532) (lower-left figure) and (5C1064 iöra,532 (lower-right 

figure) due to the  difference between the aerosol vertical profile under the lowest layer in the 

actual atmosphere and that assumed in the algorithm. The values of the retrieval-errors shown 

in the figure are estimated from  13,,b, calculated from the aerosol profiles with various values of 

 H. (a),  r, (b) and CR (c). The fixed values of  H.,  r, and CR are 2 km, 0.2 and 0.5, respectively.
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  We also estimate the vertical profiles of the retrieval-errors of aws,  ass,  3  0;4532 and  ;532  from 

the profile of  gt,,,e4) calculated using the aerosol optical properties of the sea-salt model. The 

He-value and the aerosol model used in the algorithm are set to be 1.3 km and the sea-salt 

model, respectively. The  vertical profiles of  flob,i(Zd are also calculated from the aerosol 

profiles with various values of  He, ; and CR. Then, the values of the other parameters are set 

to be  He  = 2 km,  re = 0.2 and CR = 0.5, again. The features of  Aaws for the aerosol profiles of 

the sea-salt model are almost similar to those of  Aaws for those of the dust model. The features 

are as follows: 

 •  Aaws is underestimated when the value of  He is smaller than that of He (i.e.,  OH  is 

   positive), and vice versa. 

• The magnitudes of  Aaws increase with the altitude higher. 

 • The magnitude of  zlaws increases with the increase of the magnitude of OH. 

 • The magnitude of  Aaws increases with the increase  of  ; . 

 • The magnitude of  Aaws decreases with the increase of CR, and vice versa. 

On the other hand, the features of  Li  Crss are different from that of  do-Ds. The features are as 

follows: 

• The sign of  dass is similar to OH. 

 • The magnitudes of  dass increase with the altitude higher. 

 • The magnitude of  Aass increases with the increase of the magnitude of  OH. 

 • The magnitude of  Aass increases with the increase  of  ; . 

 • The magnitude of  Aass increases with the increase of CR, and vice versa. 

The difference between the features of  Acrss and  Acras is mainly due to the insensitivity of  ass 

to  Pa at A = 1064  nm, that is, the wavelength ratio of  USS,1064 is smaller than that of  UDS,1064• This 

causes the larger magnitude of  Fss comparing to that of  FDS. Thus, the magnitude of  4ass is 

larger than that of  daps, which make clear the features of the profiles of  Aass. The sign and 

magnitude of the profiles of  Aass are mainly affected by 0; at A = 532 nm, which can be 

understood from the discussion for  aDs. The insensitivity of  ass to  Pa at A = 1064 nm also 

makes the larger magnitude of  Flys for the profiles of the sea-salt model comparing to that for
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those of the dust model. This attributes to the larger magnitude of  daws for the profiles of the 

sea-salt model than that for those of the dust-model. 

   Next, we discuss the magnitude of the retrieval-errors of  Ciws, ass, -aDS,  a,032 and  ;032. The 

figure 4 shows the values of the retrieval-errors at the altitude of 2 km estimated from the 

profile of  ii,thjz) calculated using the aerosol optical properties of the dust model (Figure 4 

(a)) and the sea-salt model (Figure  4  (b)). We show only the cases in the  Hc-values of 1 km and 

8 km, since the values of  daws, daAu                            --ss,DS,  ACIa,532 and  aTa,532 become minimum and maximum 

in the cases of the  H. = 1 km and  If, = 8 km for the variation of the  fir, (see the figure 3 (a)). 

The figure  4  (a) shows that the magnitudes of  daws,  ACra,532 and  bra,532 are less than about 10 %, 

5 % and 0.01, respectively, when the value of CR is 0.5. The  6K032-value of 0.01 will 

corresponds to the relative error of  ra,532 (i.e.,  Ara.5  32) less than about 3 %. The magnitude of 

 daps is negligible small (less than 1 %). The magnitude of  daws increases with the decrease of 

CR-value. The magnitudes of  Aaa,532 and  etra,532 are not so sensitive to the variation of CR-value. 

The figure 4 (b) shows that the magnitudes of  daws,  do.  SS,  ilaa,532and  lerCa,532 are less than about 

30 %, 5 %, 10 % and 0.015, respectively, when the CR-value is 0.5. The  6;032-value of 0.015 

will corresponds to the relative error of  ra,532 (i.e., AT532)less than about 5 %. The magnitudes 

                             — of  daws and  Aass increase and decrease, respectively, with the decrease of CR-value. The 

magnitudes of  Acr,032 and  a; ,532 are not so sensitive to the variation of CR-value. The 

magnitudes of  daws might be considerably large, especially in the cases that the CR-value is 

small. For example, the magnitude of  daws reach to about 150 % when CR = = 8 km 

 and  ; = 0.3. Further, the values of fobs are out of the range of the look-up-table when CR = 0.1, 

 H, = 1 km  and  ; = 0.3. This will prompt us to pay attention to the retrieval of  aws from the 

measurement data with a small value of the total depolarization ratio  (5,„ and a large value of 

the wavelength ratio of  Bobs                       (i.e.,9obs,1064  Abs,532) (see the section 2.3 and the figure 2).
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figure) at the altitude of 2 km due to the difference between the aerosol vertical profile under 

the lowest layer in the actual atmosphere and that assumed in the algorithm. The values of the 

retrieval-errors shown in the figure are estimated from  /3 calculated from the aerosol  profiles 

with the various values of CR, the  H,-values of 1 km and 8 km and the  11-values of 0.1, 0.2 

and 0.3. The vertical profiles of  fobs are calculated using the aerosol optical properties of the 

dust model (a) and the sea-salt model (b).

Figure 4(b) 

 rws) (upper-left figure), Or                 DS (Aaos) (uPPer-light figure), 

 `
,..532) (lower-left figure), and Or (Or )                          a,532  (lower-right
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  Finally, we show that the  14-value of 1.3 km is appropriate for the algorithm developed in 

this study. The sensitivity studies above-mentioned indicate that the magnitude of  ilaws 

estimated from the profile of  flobsili) calculated using the aerosol optical properties of the sea-

salt model is the largest of those of  /laws,  /lass and  Aaas estimated from the various profiles of 

 f3obilZ1). Then, we show the retrieval-errors of  aws at the altitude of 2 km estimated from the 

profile of  Abd.Zd calculated using the aerosol optical properties of the sea-salt model in the 

figure 5. 
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Figure 5. The retrieval-errors of  aws  (Aaws) at the altitude of 2 km due to the difference 

between the aerosol vertical profile under the lowest layer in the actual atmosphere and that 

assumed in the algorithm. The values of the retrieval-errors shown in the figure are estimated 

for the various values of He from  13„bs calculated from the aerosol profiles with the various 

values of  1-4.

The aerosol profiles are made for various values of 14 (14 = 1 km, 1.3  km, 2 km, 4 km, 8 km). 

The retrieval-errors of  aws are estimated using various values  of  He  (He  = 1 km, 1.3 km, 2  km, 

4 km, 8  km). The values  of  ; and CR are set to be 0.2 and 0.5, respectively. The figure shows 

that the range of  'Jaws in the case of  1-4 = 1.3 km is almost from —10 % (14 = 1 km) to 10 % 

 (14 = 8 km). The range of the magnitude of  Aaws in this case is less than 10 %, which is the 

smallest range in all the cases of He considered in this study. For example, the range of the
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magnitude of  daws in the case of  He = 1 km is less than about 20 %, which occurs in the  fic-

value of 8 km. Further, that in the case of He = 8 km is less than about 50 %, which occurs in 

the  4-value of 1 km. Thus, we suggest that the  He-value of 1.3 km might be appropriate for 

this algorithm.

3.3.2 Retrieval-errors due to the measurement uncertainty 

  In this subsection, we assess the retrieval-errors of  o-ws,  ass, and  am due to the uncertainty 

of lidar measurements. We need to know how large the measurement uncertainty, however, it 

is very difficult to clarify it since it depends on various factors such as measurement-condition 

and calibration accuracy. Then, we investigate the sensitivity of the retrieval-errors of  aws,  ass, 

and  am to the measurement uncertainty. Concretely, we again apply the algorithm to the 

profiles of  13„b„ calculated from the aerosol vertical profiles constructed with various values of 

 =  1  km,  1.3  km,  2.0  km,  4  km,  8  km),  r,  (re=  0.1,  0.2,  0.3),  and  CR  (CR  =  0.1,  0.2,  0.3, 

0.4, 0.5, 0.6, 0.7, 0.8, 0.9). Then, the measurement uncertainty  Mobs of ±5 % is added to the 

calculated  /3obs-profile. Thus, we consider four patterns from combination of  Mobs at A = 532 

and 1064 nm, that is  (AB  obs,  532,  Mobs,  1064)  = (5  %, 0 %),  (-5 %, 0 %), (0 %, 5 %), and (0 %, 

—5 %). The difference between the aerosol optical properties assumed in the algorithm and 

used for the construction of the aerosol vertical profiles are not considered (i.e., G = 0) to clear 

the influence of the measurement uncertainty on the retrieval errors of  aws,  ass, and  crDs. The 

features of F for the aerosol profiles used in this subsection are similar to those discussed in 

the subsection 3.1. 

  At first, we discuss the sensitivity of the retrieval-errors of  aws,  ass and  apes to the 

parameters of  HI,; and CR. Figure 6 shows the vertical profiles of the retrieval-errors of  aws 

and  aDs (upper figures) and  cr,,,s32 and  ra,532 (lower figures) estimated from the profile of  004,(Zd 

calculated using the aerosol optical properties of the dust model. The aerosol model used in the 

algorithm is set to be the dust model. The retrieval errors shown in the figures 6(a), 6(b), and 

6(c) are estimated from the vertical profiles of  fiobj4 calculated from the aerosol profiles 

with various values of  re and CR, respectively. Then, the values of the other parameters are

 7?



set to be  H, = 2.0 km,  is = 0.2 and CR = 0.5. The figure 6(a) shows four features of the vertical 

profiles of  ACrws and  daps: 

 • The sign of  Aaws is positive in the cases that the signs of  Alt& at A = 532 nm or 1064 nm 

   are positive or negative, respectively, and vice versa. And also the sign of  daps is positive 

   in the cases that the signs of  4130„,, at A = 532 nm or 1064 nm are negative or positive, 

   respectively, and vice versa. At the lowest layer, the magnitude of  Apob„ that is 0.05, is 

   rather larger than that of the term of  OH shown in the equation (23), that is 

 2craZ1)OH{1—exp(42/11)(1—  42/H)}. The ratio of the magnitude of the  61-/-term to that 

   of  apob, is at most 5% for all the aerosol profiles considered in this subsection. And also 

   at low layers, the  4/30bfmagnitude of 0.05 is larger than that of the term of  6; as shown 

   in the equations (22), that is  26; (see the lower right figure). Thus, the sign (and 

   magnitude) of  AIL, strongly affects the signs (and magnitudes) of  /Jaws and  daps, and 

   also sign (and magnitudes) of  6; at low layers.  6; affected by the  Apo,,,, at low layers also 

   affects the signs (and magnitude) of  Acrws,  daps, and  6ra at higher layers, as discussed in 

   the subsection 3.1. 

 • The magnitudes of  Aaws and  daps due to the measurement uncertainty at A = 532 nm is 

   larger and smaller than those at A = 1064 nm, respectively. This is mainly due to the 

   spectral properties of F, that is the larger magnitude of  F  ws at A = 532 nm and the smaller 

   magnitude of  FDS at A  =  532 nm. The magnitude of  Aaws is larger than  AaDs. 

 • The magnitudes of  Aaws and  daDs increase with the altitude higher. This is also due to the 

   increase of the magnitude of  tvri, at A = 532 nm (see the right-lower figure) and the 

   increase of  An /  C1,032 with the altitude higher with the altitude higher as discussed in the 

    subsection 3.1. 

 • The magnitudes of  dcrws and  ACYDs at high layers increase with the decrease of  fk. At high 

   layers, the decrease of  He causes the increase of  cra,.532, which contribute to the 

   increase of F. On the other hand, at low layers, the decrease of  He causes the decrease of 

 Pm /  aa,532) however, the magnitude of  p„,  aa,532is smaller than that at high layers. 

The figure 6(b) shows that the magnitudes of  ACrws and  ACrDs due to the measurement
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uncertainty at A = 1064  nm increase with the increase of  K. On the other hand, for the 

magnitudes of  daws and  daps due to the measurement uncertainty at A = 532  nm, there are 

some cases that the magnitudes of  daws and  daps for the profile  of  ; = 0.1 are comparable or 

larger than those for the profile  of  ; = 0.2. As discussed in the subsection 3.1, the decrease of 

 re causes the decrease of  as in the whole layers, which contributes to the decrease of  bra and 

further the decrease of the magnitude of  daws and  daps. On the other hand, the decrease  of  ; 

causes the increase of  13,,, /  aa,s32, which contributes to the increase of F, especially at A = 532 

nm. This leads to the increase of the magnitude of  daws and  AaDs. This effect  of  ; works more 

effectively as the magnitude of  bra is smaller comparing to that of  Mobs. Thus, the features of 

 daws and  daps due to the measurement uncertainty at A = 532  mn is due to the two effects  of  ;, 

and those due to the measurement uncertainty at A = 1064 nm are mainly due to the former 

effect  of  ;. The figure also shows that the magnitudes of  daws and  daps increase with the 

altitude higher, again. This is also due to the increase of the magnitude of  6-ra at A = 532  nm 

and the increase of  fl„, /  Cra,s32 with the altitude higher with the altitude higher. The figure 6(c) 

shows that the magnitudes of  daws and  daps increase and decrease with the decrease of CR, 

respectively, and vice versa. As discussed in the subsection 3.1, this is also mainly due to the 

increase of  Fws and decrease of  F  Ds with the decrease of CR. Again in this cases, the magnitude 

of  daws and  ACrDs increases with the altitude higher. This is also mainly due to the increase of 

the magnitude of  6; at A = 532 nm and the increase of  f3„,  I  aae532 with the altitude higher. Note 

that the irregular shape of the profile of  aws,  a  DS,  Cra,  53  2 and  C532 are seen for several cases, 

especially at relatively high altitudes, in the figure 6. This is because the values of  130b, are out 

of the range of the look-up-table.
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Figure 6. The vertical profiles of the retrieval-errors of  Crws  (Aaws) (upper-left figure), •DS 

 (AciDS) (upper-right figure),  Cra,532  (AC1a,532) (lower-left figure), and  ra,532  (frra,532) (lower-right 

figure) due to the measurement uncertainty of ±5 % ((+) solid line;  (–) broken line) at A = 532 

nm ((V) thick line) and 1064 nm ((N) thin line). The values of the retrieval-errors shown in the 

figure are estimated from  13,0, calculated from the aerosol profiles with various values of  He (a), 

 (b) and CR (c). The fixed values of  re and CR are 2 km, 0.2 and 0.5, respectively. (a)  it 

 1 km (open circle), 2km (filled triangle) and 8 km (open square). (b)  r, = 0.1 (open circle), 

0.2 (filled triangle) and 0.3 (open square). (c) CR = 0.3 (open circle), 0.5 (filled triangle) and 

0.7 (open square).
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 We also estimate the vertical profiles of the retrieval-errors of  aws,  ass,  SS,  aa,532 and  C532 from 

the profile of  /3objZ,) calculated using the aerosol optical properties of the sea-salt model. The 

He-value and the aerosol model used in the algorithm are set to be 1.3 km and the sea-salt 

model, respectively. The vertical profiles of  gbdzi) are also calculated from the aerosol 

profiles with various values of  1-4, ; and CR. Then, the values of the other parameters are set 

to be  1-4.= 2.0 km, ; = 0.2 and CR = 0.5, again. The features of  aelaws and  Aass for the aerosol 

profiles of the sea-salt model are almost similar to those of  Aaws and  ticrps for those of the dust 

model, respectively. The features are as follows: 

 • The sign of  Aaws is positive in the cases that the signs  of  Afias at A = 532 nm or 1064 nm 

   are positive or negative, respectively, and vice versa. And also the sign of  dun is positive 

   in the cases that the signs of  dflobs at A = 532 nm or 1064 nm are negative or positive, 

   respectively, and vice versa. 

 • The magnitudes of  Aaws due to the measurement uncertainty at A = 532 nm is larger than 

   that at A = 1064 nm. 

 • The magnitudes of  Acrws and  Aass increase with the altitude higher. 

 • The magnitudes of  Aaws and  Aass at high layers increase with the decrease of  4 . 

 • The magnitudes of  Acrws and  /lass due to the measurement uncertainty at A = 1064 nm 

   increase with the increase  of  ;. On the other hand, for the magnitudes of  Aaws and  dass 

   due to the measurement uncertainty at A = 532  nm, those for the profile  of  ; = 0.1 are 

   comparable or larger than those for the profile of  to = 0.2. 

 • The magnitude of  Aaws increases with the decrease of CR, and vice versa. 

The different features are also as follows: 

 • The magnitudes of  Aaws and  ACTss for the profiles of the sea-salt model are larger than 

   those of  Aaws and  daps for the profiles of the dust model. This is mainly due to the 

   insensitivity of  ass to  tla at A = 1064 nm as discussed in the subsection 3.1. 

 • The magnitude of  Aass due to the measurement uncertainty at A = 1064 nm is almost 

   comparable to or smaller than that at A = 532  um. The difference between the features of 

 dass and  ACYDs is also mainly due to the weaker  sensitivity of  ass to  Pa at A = 1064 nm
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comparing to that of  aps, that is, the wavelength ratio of  Uss.1064 is smaller than that of 

 UDS,1064. This contributes to the weaker sensitivity of  Aass to  Aflob., (and  ös-a) at A = 1064 

nm than that of  /laps, that is  F55,1064/  F  55,532 <  FDs,10641  F  Ds,532. 

The magnitude of  Aass for the measurement uncertainty at A = 532 nm reaches to the 

minimum at the CR-value of about 0.6-0.8, though that for the measurement uncertainty 

at A = 1064 nm increases with the increase of CR, which is similar to the feature of  Aaps 

(see figure 6(c)). This is also due to the weaker sensitivity of  ass to  Na at A = 1064 nm 

comparing to that of  crps. This contributes to the weaker sensitivity of  Aass to  Aflobs (and 

 Ora) at A = 1064 nm than that of  ACYDS. Another cause is that the magnitude of  &Ea at A = 

532 nm for the profiles of the sea-salt model is larger than that of dust model (see figure 

7). Note that the magnitude of  bra at A = 532 nm increases with the decrease of CR. 
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Figure 7. The retrieval-errors of crws (Algivs)  (upper-left figure),  aDS  (Aaps)  (upper-right figure), 

ass (Aass) (uPPer-right figure), aa,532 (4Cra,532)  (lower-left figure), and(Or                                                          a,532a532) (lower-right 

figure) at the altitude of 1 km due to the  measurement uncertainty of ±5 % at = 532 nm 

(V(±)) and 1064 nm (N(±)). The values of the  •etrieval-errors shown in the figure are 

estimated from /30, calculated from the aerosol  profiles with the various values of CR. Two 

cases for the variation of H, and 2, are shown in the  figure, that is (He,  t) = (8  km, 0.1) and (1 

km, 0.3). The magnitudes of the retrieval-errors  generally become minimum in the former case 

(Min) and maximum in the latter case (Max). The  vertical profiles of  /3", are calculated using 

the aerosol optical properties of the dust model (a) and the sea-salt model (b).

Next, we discuss the magnitude of the retrieval -errors of  aws,and r a,532. The                  -5,99 °DS, aa,532
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figure 7 shows the values of the retrieval-errors of  aws, ass,a                                            -sstDS,  aa,532 and  ;532 at the altitude of 

1 km estimated from the profile of  Pas calculated using the aerosol optical properties of the 

dust model (figure 7(a)) and the sea-salt model (figure 7(b)). We show only two cases for the 

variation of  H.  and  re, that is the values of  He and  re  (He,  re) are (8 km, 0.1) and (1 km, 0.3). In 

the former case (i.e.,  (lie,  re) = (8  km, 0.1)), the magnitudes of  Aaws, AarAla                                                                   —ss,-DS,  A  aa,532 and 

 6;532 generally become minimum, and in the latter case (i.e.,  (14,  re) =  ( 1 km, 0.3 )), those are 

generally maximum. The aerosol optical thickness A = 532 nm from the surface to the altitude 

of 1 km are 0.05 and 0.2 for the cases of (14,  re) = (8 km, 0.1)) and  (11„  re) = (1  km, 0.3)), 

respectively. The figure 7(a) shows that the magnitudes of  ACrws and  daps are about 20% and 

30%, respectively, in the case of CR = 0.9 and (14,  re) = (8 kin, 0.1). For the same aerosol case, 

the errors of  r45  32 are  10% and 20% for the values  of  ; are 0.1 and 0.3, respectively, When the 

case of CR = 0.1 and  (I4,  re) =  (8  km, 0.1), the magnitudes of  daps are very small (10%) while 

the magnitudes of  daws often exceeds 100%. In spite of the large errors in the retrieval of 

water-soluble aerosols, the retrieval of rreasonable i.e., the errors are 20% since the                                    -032is 

contribution of water-soluble aerosols to the total optical thickness is small compared with 

dust  aerosols. For the value of  T, increases to be 0.3, the retrieval errors in dust aerosols 

remains to be the same small value, though the errors in water-soluble aerosols becomes larger 

compared with the case of small optical thickness. For the aerosols, the errors of  ;532 can be 

 60% in the worst case due to the large errors in the retrieval of water-soluble aerosols. In the 

case of CR = 0.5, the errors for dust aerosols are less than 10%, and the errors for water-

soluble aerosols can be 90% in the worst case. The errors in the total optical thickness are less 

than 30%. The figure 7(b) shows that the magnitudes of  Acrws and  Aass become 50% and 90% 

in the worst case in the case of CR = 0.9 and  (11„  re) = (8  km, 0.1). The errors of  ;532 are 20%. 

When the case of  (He,  re) = (1 km, 0.3), the errors can be 70% for water-soluble aerosols and 

100% for sea-salt aerosols in the worst case. In the case of CR = 0.1, the errors for sea-salt 

aerosols are 20% but the errors for water-soluble aerosols can be more than 100%. The errors 

in the total optical thickness are  30% in the worst case. In the case of CR = 0.5, the errors for 

sea-salt aerosols are less than 80% but the errors for water-soluble aerosols can be more than
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100%. The errors in the total optical thickness are 100% in the worst case. The retrieval errors 

at the altitude of 0.5 km and 2 km are roughly 0.5 and 2 times as large as those at the altitude 

of 1.0 km, respectively. 

  Further, we estimated the values of the retrieval-errors of  aws, a                                                                                        -SS,-a                                                                     DS,  aa,532 and  ra,532 for 

the cases of the measurement uncertainty of ±10 % (i.e.,  Mobs= ±10 %). The aerosol profiles 

used in the estimation are also similar to those for the cases of  ^flobs ±5 %. The results show 

that the magnitudes of  Acrws, AaA                          SS,a—DS*  Lia,4332 and  4032 for the cases of  Mobs = ±10 % are 

roughly twice as larger as those for the cases of  AelAbs = ±5 %. The magnitudes of  Aaws might 

be considerably large, especially in the cases of the small value of CR and the sea-salt model, 

where there are several cases that the value of  fiobs is out of the range of the look-up-tables (the 

irregular shape of  Aaws seen in the figure 7). The results will prompt us to pay attention to the 

retrieval of  aws from the measurement data with a small value of the total depolarization ratio 

 5, and a large value of the wavelength ratio of  Abs, again. And also, the measurement accuracy 

of lidar is needed for the accurate estimation of the  aws,  ass and  CDs, especially for the aerosols 

with the smaller CR-value, larger  re-values, smaller  14-values and at high altitudes.

3.3.3  Retrieval-errors due to the difference between the aerosol optical properties of 

the model and actual atmosphere 

  In the algorithm, we assume the optical properties of water-soluble aerosols, sea-salt 

aerosols and dust aerosols (see Table 1). There might be cases that the aerosol optical 

properties (or aerosol component itself) assumed in the algorithm (e.g., mode-radius and 

complex refractive index) are different from those in the actual atmosphere. We discuss the 

retrieval errors of  aws,  ass and  am due to the difference of the true aerosol optical properties 

and those assumed in the algorithm in this subsection. It is well known that the transportation 

of anthropogenic aerosols (e.g., water-soluble aerosols and soot aerosols) changes the optical 

properties of the atmosphere over the sea [e.g.,  d'Almeida et al. 1991 and references herein]. It 

is also well known that hygroscopic aerosols  (e.g., sulfate and sea-salt aerosol) change the 

aerosol optical properties by water uptake  [e.g., Shettle and Fenn, 1979 and references  herein].
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Under maritime environment, theses might be main factors that cause the difference of the 

aerosol optical properties in the actual atmosphere and those assumed in the algorithm. For the 

former case, the transportation of soot aerosols will cause the difference since the algorithm in 

this study does not consider soot aerosols. For the latter case, the change of the microphysics 

and optical properties of water-soluble aerosols and sea-salt aerosols by water uptake will 

causes the difference. Then, we investigate the retrieval errors of  aws,  a„ and  am due to the 

two cases above-mentioned. In the following discussion, the measurement uncertainty is not 

considered (i.e.,  öflobs = 0). And also the difference between the scale height of true aerosol-

profile and that assumed in the algorithm is not considered (i.e.,  (5H= 0). These will clear the 

sensitivity of the retrieval-errors of  a",  ass, and  am to the difference of the true aerosol 

optical properties and those assumed in the algorithm. 

  At first, we discuss the retrieval errors of  aws,  ass and  aos due to the transportation of soot 

aerosols. We make two vertical profiles of aerosols by changing the ratio of extinction 

coefficient at A = 532 nm of water-soluble aerosols, soot aerosols  (asT) and sea-salt aerosols 

(or dust aerosols) to that of total  aerosols. Two combinations of the ratio of  aws,  asT and  ass (or 

 am) to  aa,s32 are made as follow:  (aws /  aa,s32,  a„,532$  UDS  a,032 (or  ass /  (3,032)) = (45 %, 

5  %, 50 %) and (40 %, 10 %, 50 %). The values of  g.  and  ; are set to be 1.3 km and 0.2. For 

the optical and microphysical properties of soot aerosols, we use those of soot particles 

described in the OPAC. The single scattering albedo at A = 532 nm of the aerosol vertical 

profiles constructed using the sea-salt model are almost 0.95 and 0.90 for the cases that the 

values of  au,/  aa,532 are 5 % and 10  %, respectively. The values of the single scattering albedo 

correspond to the OPAC model to represent the maritime aerosols polluted by the 

 anthropogenic ones. And also the single scattering albedo at A = 532 nm of the aerosol vertical 

profiles constructed using the dust model are almost 0.89 and 0.86 for the cases that the values 

of  CYST  Cra,532 are 5 % and 10 %, respectively. We apply the algorithm to the profiles of  Nobs 

calculated from the constructed vertical profiles of aerosols. Figure 8 shows the result of the 

application of the algorithm to the profiles of  130bs calculated using the aerosol optical 

properties of the dust model (figure 8(a)) and the sea-salt model (figure 8(b)).
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Figure 8. The vertical profiles of the retrieval-errors of  aws  (Acrws) (upper-left figure),  aDS 

 (4CrDs) (upper-right figure),  ass  (Aass)  (upper-right figure),  aa,532  (4  Gra  ,5  32) (lower-left figure), 

and  ra,532  (ara,532) (lower-right figure) due to the transportation of soot aerosols. The values of 

the retrieval-errors shown in the figure are estimated from  Nobs calculated from the aerosol 

profiles with the ratio of  ass /  Cia,532 of 5 % and 10 %. The values of 1-4 and  Te are fixed to be 

1.3 km and 0.2. The vertical profiles of fobs are calculated using the aerosol optical properties 

of the dust model (a) and the sea-salt model (b) with that of soot aerosols.
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The figure shows that the retrieved values of  aws are overestimated at lower layers and 

underestimated at higher layers. The overestimation is caused to compensate the values of  Abs 

increased by soot aerosols. On the other hand, the retrieved values of  aa,532 are underestimated 

as shown in the figure. Soot aerosols are strong absorbing ones with a very large value of 

imaginary index of refraction (e.g.,  mi— 0.45 at A = 532  nm). Thus, the values of U is rather 

small (e.g, U  — 0.01  [sr-1 at A = 532 nm) comparing to those for water-soluble, sea-salt and 

dust  aerosols. This mainly causes the underestimation of  aa,532. And also the underestimation 

 0;4532 leads to the underestimation of  ra.532 as shown in the figure. And further the 

underestimation of  ;532 leads to the underestimation of  aws (see the equation (22)). For the 

case that the value of  an-  /  aa,532 is 10 %, the magnitude of  Aaws is in the range from  —7 % to 

5 % in the whole layers. The magnitude of  Aaa,532 and  trra,532  (Ara,532) in the whole layers are 

almost less than 7 % and 0.007 (4 %). The magnitude of  Acrws,  Aaa,532 and  Ora,s32 for the case 

that the value of  crsT/  cra,532 is 20 % are almost twice as large as those for the case that the value 

of  asT  /  Cre032 is 10 %. On the other hand, the magnitude of  Daps and  Class are considerably 

small in the whole layers (less than 2 %) . This is mainly due to the larger magnitude of  Ups 

and  Uss than that of  Uws, again. 

  Next, we discuss the retrieval errors of  aws,  ass and  am due to the water-uptake by water-

soluble aerosols and sea-salt aerosols. With increasing relative humidity, hygroscopic aerosols 

increase the radius due to the condensation of water vapor in the atmosphere. And also the 

values of the complex refractive index of the aerosols are close to the values of liquid water by 

water-uptake. The equilibrium size of the aerosol for a given relative humidity has been 

investigated by many researches  [e.g.,  Heinel, 1976;  Pruppacher and Klett, 1978]. Based on 

their studies,  d'  Almeida et al.  [1991] provides data of the equilibrium size of an aerosol for 

various values of relative humidity. The equilibrium size of an aerosol is estimated for various 

sizes of an aerosol in dry state and various compositions of an aerosol. Then, using the data, 

we roughly estimate the values of the mode-radiuses of water-soluble aerosols and sea-salt 

aerosols used in this algorithm for the several values of the relative-humidity  (RH). We assume 

that the values of the mode-radiuses of water-soluble aerosols and sea-salt aerosols used in this
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algorithm are under the atmosphere with the RH-value of 70 %. The results show that the 

ratios of the mode-radius of the water-soluble aerosols for the RH-values of 0 %, 50 %, 80  % 

and 90 % to that for the RH-value of 70 % are almost 0.8, 0.9, 1.1 and 1.2, respectively, and 

also 0.6, 0.9, 1.1 and 1.2 for the sea-salt aerosols. The complex refractive index can be 

estimated as the volume weighted average of the refractive indexes of the aerosol in dry state 

and liquid water [e.g., see  Sheale and Fenn, 1979; d'Almeida et  al., 1991]. The results show 

that the ratio of the real index of refraction of the water-soluble aerosols for the RH-values of 

50 %, 80 % and 90 % to that for the RH-value of 70 % are almost 1.02, 0.99 and 0.98, 

respectively, and also almost 1.3, 0.8 and 0.5 for the imaginary index of refraction. The ratio of 

the real index of refraction of the sea-salt aerosols for the RH-values of 50 %, 80 % and 90 % 

to that for the RH-value of 70 % are almost 1.01, 0.99 and 0.99, respectively, and also almost 

 1.2,  0.9 and 0.8 for the imaginary index of  refraction. 

   Thus, we estimate the retrieval errors of  aws,  ass and  am due to the water-uptake by water-

soluble aerosols and sea-salt aerosols using the optical properties of water-soluble aerosols and 

sea-salt aerosols for the RH-values of 50 %, 80 % and 90  %. We again make three vertical 

profiles of aerosols using the optical properties of the water-soluble aerosols and sea-salt 

aerosols for the RH-values of 50 %, 80 % and 90 %. The values of  Hi.,  r, and CR are set to be 

1.3  km, 0.2 and 0.5, respectively. We apply the algorithm to the profiles of  Abs calculated from 

the constructed vertical profiles of aerosols. Figure 9 shows the result of the application of the 

algorithm to the profiles of  Al, calculated using the aerosol optical properties of the dust 

aerosols and water-soluble aerosols for the various values of RH (figure 9(a)) and the water-

soluble and sea-salt aerosols for the various values of RH (figure 9(b)). The figure 9(a) shows 

that the retrieved values of  aws is overestimated and underestimated for the case of the RH-

value smaller and larger than 70 %, respectively. The U-value of water-soluble aerosols at  A 

532 nm increase with the decrease of RH, and vice versa. The overestimation of  aws is caused 

to compensate the larger values of  f3a,, due to the larger U-value of water-soluble aerosols for 

the case that the RH-value is 50 %, and vice versa. The magnitudes of  Aaws at the altitude of 2 

km are almost 50 %, 30 % and 80 % for the cases that the RH-values are 50 %, 80 % and 90 %,
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respectively.
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Figure 9. The vertical profiles of the retrieval-errors of  aws  (Aaws) (upper-left figure), OF                                                                                                                       -DS 

 (ACIDS) (upper-right figure),  ass  (Acrss) (upper-right  figure),  CYa-532  (ACra,532) (lower-left figure), 

and  Ta,532  (S;532) (lower-right figure) due to the variation of RH. The values of the retrieval-

errors shown in the figure are estimated from fobs calculated using the optical properties of 

water-soluble aerosols for the RH-values of 50 %, 80 % and 90 % and the dust aerosols (a) and 

using those of water-soluble aerosols and sea-salt aerosols for the RH-values of 50 %, 80 % 

and 90 % (b). The values of  H,,  to and CR are fixed to be 1.3  km, 0.2 and 0.5 respectively. The 

microphysics and optical properties of water-soluble aerosols and sea-salt aerosols used in the 

algorithm are assumed as those under the atmosphere with the RH-value of 70 %.
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The magnitudes of  daa ,532 at the altitude of 2 km are almost 20 %, 15 % and 45 % for the cases 

that the RH-values are 50 %, 80 % and 90 %, respectively. The magnitudes of  (5V0532  (d;532) at 

the altitude of 2 km are almost  0.02  (10  %),  0.02  (10 %) and  0.04  (20 %) for the cases that the 

RH-values are 50 %, 80 % and 90 %, respectively. The magnitudes of  /kips are considerably 

small (less than 5 %) for all the cases. This is mainly due to the larger magnitude of  (I  Ds than 

that of  Uws as discussed in the subsection 3.1. The figure 9(b) shows that the magnitudes of 

 ws and  doss at the altitude of 2 km for the case that the RH-value is 50 % reach to 400 % 

and 80 %, respectively, which are considerably larger comparing to the cases shown in the 

figure 9(a). The larger magnitudes of  Aavvs and  Aass for the case that the RH-value is 50  % are 

caused to compensate the larger values of  13,,b, due to the larger U-value of water-soluble 

aerosols for the case that the RH-value is 50 %. Another cause is the weaker sensitivity of  ass 

to  Pa at A = 1064 nm comparing to  am as discussed in the subsection 3.1. Further, the values of 

 Nobs calculated using the aerosol optical properties of the water-soluble and  sea-salt aerosols for 

the RH-values larger than 70 % are out of the range of the look-up-table (see figure 2). This is 

mainly due to the increase of the wavelength ratios of U of the sea-salt aerosols with the 

increase of RH, which is mainly due to the increase of The magnitudes of  'lass at the 

altitude of 2 km are almost 80 %, 50 % and 50 % for the cases that the  RH-values are 50 %, 

80 % and 90 %, respectively. The magnitudes of  Aa„,532 at the altitude of 2 km are almost 

200  %, 50 % and 50 % for the cases that the  RH-values are 50 %, 80 % and 90  %, respectively. 

The magnitudes of  trra,s32  (A;332) at the altitude of 2 km are almost 0.12 (60  %), 0.05 (25 %) 

and  0.07  (35 %) for the cases that the RH-values are 50 %, 80 % and 90 %, respectively. 

 The results in this subsection suggest that the retrieval error of  aws and  ass are very sensitive 

to the variation of the relative humidity. As the improvement of the algorithm to this point, it 

will be useful to change the optical properties of the water-soluble aerosols and sea-salt 

aerosols with the variation of the relative humidity in the atmosphere. The simultaneous 

measurements with a lidar and instruments to measure the vertical profile of the relative 

humidity such as a radio-sonde will be extremely useful.
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3.4 Summary 

  We developed a sequeintial algorithm to estimate the vertical profiles of the extinction 

coefficient at A = 532 nm of three aerosol components of water-soluble, sea-salt and dust 

aerosols from the vertical profiles of the attenuated backscattering coefficient. Contrary to the 

currently used Fernald or Klett type inversion method, this method uses information of three 

channels in the lidar measurements, i.e., the perpendicular component  (f3,,,  ,l) and the parallel 

component  (f3ob,,,„) to the linearly polarized transmitted laser at A = 532 nm and total 

component (i.e.,  /30,5,,, +  /3063,11) at A = 1064 nm. Our algorithm has the following key features: 

(1) The vertical profiles of the value of extinction-to-backscattering ratio (5), which is 

assumed to be vertically invariant to solve the lidar equations in Fernald or Klett methods, can 

be retrieved. 

(2) The aerosol optical properties at any wavelengths and aerosol microphysics such as a 

number concentration can be estimated 

(3) The algorithm is a sequential type so that it can retrieve the distribution of the aerosol 

optical properties from the sea-surface to upward direction. Thus this enables to obtain the 

aerosol optical properties under cloud bottom layer. 

Since none of the former algorithms cannot fulfill above features, we would like to distinguish 

our approach from others. The following assumptions have been made in the algorithm; the 

volume size distribution of aerosols is assumed to be bimodal-shape of lognormal distribution. 

There are two types of aerosols, i.e., sea-salt model and dust model. The sea-salt model is 

consisted of two aerosol components, that is water-soluble aerosols with a mode radius in 

accumulation-mode and sea-salt aerosols with that in coarse-mode. The dust model is also 

consisted of two aerosol components, that is water-soluble aerosols with a mode radius in 

accumulation-mode and dust aerosols with that in coarse-mode. The microphysical and optical 

properties for water-soluble, sea-salt and dust aerosols are assumed by using the results of the 

other studies. Finally, we assume the value of scale height of 1.3 km for the vertical profile of 

aerosol extinction coefficient under the lowest layer to correct the attenuation of fobs at the 

lowest layer. For determination of the aerosol type, we rely on the depolarization ratio at A =
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532 nm. That is, when the depolarization ratio is larger/smaller than 0.1, dust/sea-salt model is 

chosen. 

  In this paper, we do not discuss about the validation of the algorithm results. This will be 

provided in the paper II. Instead, we provide the intensive sensitivity analyses. We investigated 

the retrieval-errors of extinction coefficient at A = 532 nm of water-soluble, sea-salt and dust 

aerosols due to the assumption for the vertical profiles of aerosols under the lowest layer (i.e., 

the assumption that the value of scale height is 1.3 km) and measurement uncertainty. Then, 

we assessed the retrieval-errors of extinction  coefficient at  A, = 532 nm of water-soluble, sea-

salt and dust aerosols by applying the algorithm to the vertical  profiles of attenuated 

 backscattering  coefficient computed for realistic vertical profiles of aerosols. It turns out that 

the assumption of the scale height does not contribute to the retrieval results, i.e., the errors in 

extinction coefficient are less than 10%. We also investigated the retrieval errors associated 

with the measurement uncertainty. It turns out that the errors in the extinctions for dust and 

water-soluble aerosols are about 20% and 30%, respectively when the total optical thickness is 

0,05 and the concentrations of dust and water-soluble aerosols are 10% and 90% of the total, 

respectively. For the same aerosol case, errors in optical thickness are 10% and 20% for the 

total optical thickness is 0.05 and 0.2, respectively, When the concentration of dust is 90% and 

total optical thickness is 0.05, the retrieval errors in extinction for dust are very small (10%) 

while those errors for water-soluble aerosols often exceeds 100%. In spite of the large errors in 

the retrieval of water-soluble aerosols, the retrieval of total optical thickness is reasonable i.e., 

the errors are 20% since the contribution of water-soluble aerosols to the total optical thickness 

is small compared with dust aerosols. For the total optical thickness is increased to be 0.2, the 

retrieval errors in dust remains to be the same small value, though the errors in water-soluble 

aerosols becomes larger compared with the case of small optical thickness. For the aerosols, 

the errors in the total optical thickness can be 60% in the worst case due to the large errors in 

the retrieval of water-soluble aerosols. 

  We perform the similar error analysis for the co-existence of sea-salt and water-soluble 

aerosols. The performance of the algorithm for this case turns out to be worse compared with
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that for mixture of dust and waters-soluble case. This may be explained by the differences in 

the optical properties of dust and sea-salt. That is, the optical properties of water-soluble 

aerosols are somewhat similar to sea-salt aerosols while, the properties of water-soluble 

aerosols are different from dust aerosols. When the concentrations of water-soluble and sea-

salt aerosols are 90% and 10%, respectively, and its optical thickness is 0.05, the retrieval 

errors in sea-salt can become 90% and those for water-soluble aerosols are 50% in the worst 

case. The errors in the optical thickness are 20%. When the total optical thickness is 0.2, the 

errors can be 70% for water-soluble aerosols and 100% for sea-salt aerosols in the worst case. 

When the sea-salt aerosol is the major component, the errors for sea-salt aerosols are  20% but 

the errors for water-soluble aerosols can be more than 100%. The errors in the total optical 

thickness are 30% in the worst case. 

  The error-analysis for the changes in relative humidity suggests that the retrieval errors of 

extinction coefficient at A = 532 nm of water-soluble and sea-salt aerosols, especially water-

soluble aerosols, are very sensitive to the variation of the relative humidity. As the 

improvement of the algorithm to this point, it will be useful to change the optical properties of 

the water-soluble aerosols and sea-salt aerosols with the variation of the relative humidity in 

the atmosphere. The simultaneous measurements with a lidar and instruments to measure the 

vertical profile of the relative humidity such as a radio-sonde will be extremely useful. 

  This algorithm is designed to intend to analyze the data measured by dual wavelength lidar 

with polarization function installed on the research vessel Mirai of the JAMSTEC in the Mirai 

 MRO1-K02 cruise in May, 2001. We will report the results of aerosol properties deduced from 

the application of the algorithm to the lidar data in Mirai data in the forthcoming paper. The 

validation of the algorithm is definitely important and we are planning to conduct the 

experiment for the comparison between the Mie-Lidar and Raman-lidar / high spectral 

resolution lidar. Since Raman or high spectral resolution lidar can directly provide S-

parameter.
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             z.12 + 2o-i(Zi)Z1{In(4-1/2)+ '41 
                                   AZ Z1+1/2  Z1+112 

                7 •  %.4 

The  Ofia and  Oaa can be given as a function of  OaAm and  Ocrcm from the equations (12) and (13) 

as follows, 

 .5/3„,,(Zd=  Am,i(4)6CrAm(Zi)-1-  cmi(Zi)45acm(Zd+  6U  Am  ,i(Zda  Am(Zi)  +  45U  cm  ,$(.Zdacm(Z1), 

                                                      (A-3) 

 bia,„,,  a(  )  RAm,,(41)45cr  Am(4)  +  Rcm,i(Zdaa  cm(Z  )  ORAm  Am(4)  15Rati  ,i(Z  )0row  CZ  )  • 

                                                      (A-4) 

We can get the theoretical expressions of  Qum/ and  Aacm from the equation  (A-1), (A-3) and 

(A-4) as follows, 

 ziaAm(z,)  FAM,532(Z  1)  abs,532(Z  +  26r  a,532(Z1-  112  )1  F  AM  ,1064(Z1){43  ob,1064(ZI)-1-  2eir  .J064(41/24  G  Am(Z  , 

                                                      (A-5) 

 LiCrcm(Zi)".  FCA1,1064(Z1){4130,5s,  1064(Z  d  2ara,  106471-  112)) -  FCM.532(Zd{413011,532(Z1)+  2ar  a,.532(Z1-112)1+  Goti(ZI)• 

                                                      (A-6) 

The function F is given as the following equation, 
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Appendix 

  We derive the theoretical expression of the retrieval errors of the extinction coefficient of 

accumulation mode aerosols  AcrAm and coarse mode aerosols  Acropi due to the assumption given 

for the aerosol vertical profile under the lowest layer (see section 2.4), measurement 

uncertainty, and the difference of the aerosol optical properties in the actual atmosphere and 

assumed in this study. At first, we derive those at the layers higher than the lowest layers (i.e., 1 

 a 2). The theoretical expression of the retrieval error of aerosol backscattering coefficient  A 

can be given from the lidar equation (11), 

          F/3(Z        434,0(4)- Pi(4)O*----21L-1)+ 26;,,,(Zi_u2)-11,(ZdOcr„,,(ZI)  ,  (A-1)                      f3
obs,i(Z1) 

where the function V is as follow, 

             24{4in(Zi_ iir2)+  Zi  } 
           AZZ1+1/2 Z1+1/2     VIZ)
. — r _ . _ . _ 1 •  (A-2)



 (U„r,(Z,)+a/375Arzd))1D„,,(4),                               CR(Z,) 

 FcAci(Zd  {(Untci(ZI)  -  AA.1,;(21))+ 1- CR1 (Z)(UA"•1(Zd+cf7:7),)Dcm''(Zd' 
   i where the functions D and E are given as, 

 DAM,532(Zd"  E(ZdIUCA1.1064(Z1)+  13,,1064(ZdV,G6,,(ZdRcm,1064(ZI)}, 

 D  .1064(Z1)  E(ZI)IUCM,  332  (Z1)-1-  Pa,332(ZI)V532(21)RCAd,532(Z1)}  9 
 Dcxf,332(Zi)"  E(ZdfUitm,10,54(Zd+  fia,1064(ZdV1064(ZdRAm,1064(ZI))  9 

 Dcm,1064(Z1)"  E(Z1)1UAm,532(ZI)+  Pa,„2(ZI)11532(ZI)R,„,„2(Z1)}, 

               E(Zi)-(Dcm,1064(Zi)DAA,032(Zd-Day,532(Zi)DAm,1064(41 . 
The function G in the equations (A-5) and (A-6) is given as follows, 

        {n                 A-m.1,1064(Z' ) Am,1064() - DAm,..532(4)JAA4 ,532(Zi )1 +  GAAJZI)  E(4)  (I  -  CR(4))f  DAm,1064(zi)Jcm,1064(4)._  DA  m,532(zi  jcm,532  CR(Zi  )

 GcAf (Z1)  -  E(Z1)

 (A-7)

(A-8)

(A-9) 

 (A-10) 

 (A-11) 

(A-12) 

(A-13)

(4)}f 
(A-14)

 {Dcm  ,1064(  2.1  )JCM  ,  1064(  Z1) -  DCM,532(Z1  )JCM,532(  Zl  )1 + 
       CR(4) { p

c.1111 '1°64(ZI)J1(Z1)- Dcm ,532( Z1YAM ,532( Z1 )1      1-CR(Zi)

                                                     (A-15) 

where the function J is as follows, 

 JAm.,(Z1  )  WAm.,(ZI)+  pajz,N,(zdoR„,,,(z,), (A-16) 

 icA4,1(Z()  i(ZI)+  13a.,(Z1)17,(ZI)6ku,i(Z,). (A-17) 

The  bro at  l-th layer is given by the retrieval errors of  ia,i and  (5cya,i at  (l-1)-th layer as follow, 

 Ora,,(Zi_  I/  2  )  ̂ 16ra,i(4312  )+  Oaa,,(41)42. (A-18) 

Next, we derive the theoretical expression of the retrieval errors of  (5a,, and  a  Crcxf at the lowest 

layer  (i.e.,  1  = 1). The theoretical expression of  6/3„ can be given from the lidar equation (19),
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 (513ajz,)- pi(z,)(513°141(Z,)+ 2ara'jz,_]/2 )- Vil(ZdOcrad(Zi)  , 

    [ 

      Pati(Z1)(A-20) 

where  Of. and  V'are as follows, 

 arai  ,z(Z1/2  )"•0  —Cja,i(Zi)  1—  ex   Z1/2  1  1....Z1/2  (5/19  (A-21)  H  \  H 

 V  Er  Z  1  ) Vi(Z1) — lifexp2-)— 4. (A-22) 
                 H Thus, we can get the theoretical expression of the retrieval errors of  Oa  Am and  &km from the 

equations (A-20), (A-3) and (A-4). The expressions of  OcrAm and  &km at the lowest layer are 

the same as those at the layer higher than the lowest layer (i.e., the equations  (A-5) and  (A-6)), 

but  Bea and V' are used for  erra and V in the equations  (A-5) and (A-6). Note that the  Ofa is 

not the retrieval error  of  ; at the lowest layer. The expression of  bra at the lowest layer is 

given as, 

       ara,i(2112)"H ex —1-Z" )- I 6a„.,-cf,,,,q,) 1-exp(Z/i2X1---11;6H. (A-23) 
 H  H
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               Chapter 4 

  Application of the aerosol retrieval from dual-wavelength 

polarization lidar measurements to Mirai  MR01/K02 cruise data

                            Abstract 

  We retrieved the vertical distribution of extinction coefficient at  A = 532 nm of water-

soluble aerosols, sea-salt aerosols and dust aerosols from the data measured with a dual-

wavelength polarization lidar installed on the vessel  MIRAI. The ship-borne measurement was 

carried out in the Pacific Ocean near Japan from May 14 to 27, 2001. In the analysis, we first 

removed the data contaminated by clouds and rain by using the data measured with the  95- 

GHz cloud profiling radar and lidar. Then, we applied the sequential  algorithm by using the 

signals of lidar at the wavelengths of 532nm, 1064 nm and depolarization ratio at the 

wavelength of 532 nm [Nishizawa et  al., 2004]. This algorithm allows us to retrieve aerosol 

type and extinction coefficient for each aerosol component. The water-soluble and sea-salt 

aerosols mostly existed in the planetary boundary under the altitude of 1 km in the whole 

observation period. While, a few aerosol-rich air-masses dominated by water-soluble and dust 

particles were sometimes found between the altitudes of 1 km and 4 km. We also investigated 

the correlation of the surface wind velocity with the concentration of sea-salt aerosols at 

various altitude and compared the relation with the formula derived at the surface [Erickson et 

al., 1984], which is widely used in the aerosol transport model. The relation for upper layers 

was distinctly different from that at the surface. We studied the vertical profiles of optical 

properties of each aerosol component under cloud layers and it turned out that the extinction 

coefficients of  water-soluble and sea-salt aerosols under cloud layers were larger than those 

under clear sky. We also tested the results of the aerosol transport model SPRINTARS, 

compared with the lidar observations along the  MIRAI cruise-track. The results showed the 

distributions of each aerosol component were roughly consistent with those simulated by the 

SPRINTARS except for the concentration, i.e., basically sulfate concentration from 
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SPRINTARS tends to be much larger than the observations. 

4.1. Introduction 

  It is widely recognized that atmospheric aerosols have a substantial influence on the 

radiation budget of the earth-atmosphere system in both direct [e.g.,  Charlson et al., 1992; 

 Kiehl and Briegleb  1993] and indirect ways  [e.g., Albrecht, 1989; Twomey,  1977]. There are 

some studies about the vertical profiles of aerosol optical properties such as number 

concentration, extinction coefficient and size distribution from the balloon-borne measurement 

 [e.g., Junge, 1972;  Hofman,  1993], aircraft measurement  [e.g., Shaw, 1975; Asano and 

Shiobara, 1989; Anderson et al., 2003] and using active instruments such as  Mie-lidar (Light 

Detection  And  Ranging) and Raman-lidar [e.g.,  Takamura et al., 1994; Murayama et al., 2001; 

Muller et al.,  2003]. However, the vertical profiles of aerosol optical properties have not yet 

been adequately well documented from field observations  [IPCC,  2001]. This is because the 

aerosol properties are extremely variable, both temporally and spatially. 

  Active instruments can measure the aerosol vertical profiles more continuously (or in 

higher time-resolution) comparing to the balloon-borne and aircraft measurements can. Thus, 

the lidar might be useful for this purpose. A Mie-lidar is one of the most popular active 

instruments (hereafter, refer to lidar). In spite of the great efforts about the aerosol vertical 

profiles retrieved from lidar measurements [e.g., Takamura et al., 1994; Hayasaka et al., 1998; 

 Murayama et al., 2001; Gobbi and Barnaba,  2003], however, most of the reported profiles are 

limited to the vertical distribution of total aerosol concentration, and not for the vertical 

distribution of size distribution, refractive index and aerosol types. Therefore, it is highly 

demanded to retrieve such parameters since these parameter control the radiative energy and 

also generation of clouds [see e.g., IPCC,  2001]. 

  In order to retrieve such properties, we developed a sequential algorithm to estimate 

extinction coefficient at A = 532 nm of three aerosol components, that is water-soluble aerosol, 

sea-salt aerosol and dust aerosol, from three channel data measured with a dual wavelength 

lidar with polarization function  [Nishizawa et al.,  2004]. The algorithm has mainly three 
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features. The first feature is that the value of extinction-to-backscattering ratio  (5) is a function 

of the retrieved values of extinction  coefficient of three aerosol components, which means the 

values of S is vertically variable. It is assumed that the S-value is vertically invariable in the 

inversion algorithm developed by  Fernald  et  al.  [19721 and Klett  [1981]. The second feature is 

that the aerosol optical properties and aerosol microphysics such as a number concentration 

can be calculated from the retrieved values of extinction  coefficient of three aerosol 

components. Third feature is that the algorithm is designed to retrieve the distribution of the 

aerosol optical properties from the sea surface upward. This enables to obtain the aerosol 

optical properties under cloud layers, while passive instruments utilizing sun radiation can not 

obtain the aerosol optical properties in those  cases. It is necessary to get the information of 

number concentration and component of aerosols below clouds for the study of the aerosol-

cloud interaction [e.g., see Martin et  al., 1994; Kuba et  al., 20031. It should be noted that the 

analysis of the lidar data would be a powerful tool for validation of the aerosol transport and 

chemical  models 

  The ship-borne measurement with a dual-wavelength lidar of NIES (National Institute for 

Environmental Studies) with polarization function installed on the research vessel Mirai has 

been conducted in the Western Pacific Ocean since 1999 operated by the Japanese Maritime 

Science and Technology Center (JAMSTEC) [Sugimoto  a  al.,  2001]. A 95-GHz radar of CRL 

(Communications Research Laboratory) was first installed in the Mirai cruise carried out in 

the Pacific Ocean near Japan from May 14 to May 27, 2001, which is called as Mirai  MR01- 

KO2 cruise. The ship-borne measurement with both the lidar and the cloud profiling radar was 

conducted at the first time. It is well understood that the 95-GHz radar is extremely useful to 

study the vertical distribution of [e.g., Lhermitte,  1987] and also it is possible to retrieve cloud 

microphysics with the synergy use of lidar  [Okamoto  a  al.,  2003]. Therefore the analysis of 

lidar and radar data should provide knowledge about the temporal and spatial distribution of 

aerosols and clouds over the sea, and further will be useful for the validation and comparison 

with the satellite remote sensing as well as products from such numerical models as aerosol 

transport and chemical models and cloud-resolving models.
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  We apply the algorithm to the data measured with the dual-wavelength polarization lidar 

during Mirai  MR01-K02 cruise. In section 2, we briefly describe the algorithm. In section 3 , 

the Mirai cruise data used in the study is explained. In section 4, results of the application of 

the algorithm to the data are shown. The vertical distributions of extinction coefficient for each 

aerosol component are derived.

4.2. Description of the algorithm 

   Here, we briefly describe the algorithm used in the analysis. The detailed of the algorithm 

can be found in  Nishizawa et aL  [2004]. From the algorithm, we can estimate the vertical 

profiles of the extinction coefficient at A = 532 nm of three aerosol components of water-

soluble, sea-salt and dust aerosols from the vertical profiles of the attenuated backscattering 

coefficient. Contrary to the widely used Fernald or Klett type inversion method in the analysis 

of lidar observations, this method uses information of three channels in the lidar measurements, 

i.e., the perpendicular component  (itt,i) and the parallel component  (Awl) to the linearly 

polarized transmitted laser at A = 532 nm and total component (i.e.,  fiobs,,.+  f3„bsm) at A = 1064 

nm. The algorithm is a sequential type to estimate the vertical distribution of the three aerosol 

components upwardly from the surface. The following assumptions have been made in the 

algorithm; the volume size distribution of aerosols is assumed to be bimodal-shape of 

lognormal distribution. There are two types of aerosols, i.e., sea-salt model and dust model. 

The sea-salt model is consisted of two aerosol components, that is water-soluble aerosols with 

a mode radius in accumulation-mode and sea-salt aerosols with that in coarse-mode. The dust 

model is also consisted of two aerosol components, that is water-soluble aerosols with a mode 

radius in accumulation-mode and dust aerosols with that in coarse-mode. The microphysical 

and optical properties for water-soluble, sea-salt and dust aerosols are assumed by using the 

results of the other studies. Finally, we assume the value of scale height of 1.3 km for the 

vertical profile of aerosol extinction coefficient under the lowest layer to correct the 

attenuation of  pot., at the lowest layer. For determination of the aerosol type, we make use of 

the aerosol depolarization ratio  (Oa). The aerosol depolarization ratio can be estimated by
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removing the polarization effect due to molecule scattering from the depolarization 

measurement with the lidar at wavelength A = 532 nm. Then, the retrieved backscattering 

 coefficient of aerosols is needed, and therefore the value of  kis estimated for each model, that 

is, sea-salt model and dust-model. We adopt the sea-salt model when the  Oa-values computed 

for the sea-salt model and the dust model are smaller than 0.1. In contrary, we adopt the dust 

model when the  Oa-values computed for both of the models are greater than 0.1. There might 

be cases that the  Oa-values computed for the dust model and the sea-salt model do not match 

the conditions, that is the  (5,,-values computed for the sea-salt/dust models are greater/smaller 

or smaller/greater than 0.1, due to the assumption needed in this algorithm and/or 

measurement uncertainty. Then, we treat it as 'unknown' model since we can not determine 

the aerosol model. The values of  aws and  am retrieved using the dust model are adopted as the 

estimation at the layer. Currently we have not yet validated the algorithm since the cloud 

occurrence was extremely high in the  Mirth  MR01-K02 cruise (greater than 85  %). This made 

it difficult to compare the aerosol optical properties retrieved by the algorithm developed in 

this study from the lidar measurement with the result from the passive measurement with a 

skyradiometer installed on the Mirai vessel. To validate the algorithm, it might be important to 

conduct experiments for the comparison between the Mie-lidar with Raman or high spectral 

resolution lidar in oder to compare the lidar ration S from the application of the sequential 

algorithm to the Mie-lidar data with the direct measurements from Raman or high spectral 

resolution lidar  [Ansmann et al.,  1992]. We are planning to perform the comparison near 

future.

4.3. Observational data used in the analysis 

4.3.1. Calibration of  lidar signals 

  The Mirai cruise was carried out in the Pacific Ocean near Japan in two weeks from 14 to 

27 May, 2001  (MR01-K02 cruise). The cruise-track is shown in the Figure 1. The dual-

wavelength polarization lidar of NIES has three channels, which are the perpendicular
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component  (F1) and the parallel component  CPO of power received by a detector to the linearly 

polarized transmitted laser at A = 532 nm and total received power (i.e.,  Pl + at A = 1064 

nm. The signals P were recorded up to 12 km with 6 m resolution. And also the signals were 

averaged every 10 s, which corresponds to 100 shots. The details of system of the dual-

wavelength lidar with polarization function installed on the vessel MIRAI are described in 

Sugimoto et al.  [2000]. At first, we average the signals every 82.5 m in the vertical direction in 

order to match the vertical resolution of the CRL 95-GHz radar of CRL installed on the Mirai. 

The radar data are used to avoid the cloud contamination to the lidar signals by applying the 

cloud mask scheme. The details of the procedure will be explained later in this section. As a 

result, we use the data with the altitude resolution of  82.5 m and the time resolution of 10 s. 

The attenuated backscattering  coefficient  (AO at A = 532 and 1064 nm and total 

depolarization ratio  (bw) at A = 532 nm are defined as follows, 

 Ions(R)  =  (P1(R)+  R)), (1) 
 CAR 

 Otd(R)=Pi(R)   , (2) 
 Po(  R) 

where R is an altitude,  AR a altitude resolution and C a calibration constant. The  flobs and  t  are 

as the input parameters in the algorithm.

 454

 40'

 35' 

 30' 

 25'

 "1"."""  1

 125'  130• 

Figure  1, The

 133'  140'  145'  150• 155' 

Mirai  MR01-K02 cruise track.
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  The measured lidar-return signals  (P) were calibrated according to Sugimoto et al. [2001]. 

by the method of Sugimoto  et al. [2001]. At first, in order to calibrate the lidar signals, we 

applied the two-component backward inversion algorithm (hereafter referred to Fernald type 

inversion)  [Fernald, 1984] to the lidar signal P at wavelength A = 532 nm where we assume 

the backscattering by aerosols to be negligible between the altitudes of 4 km and 6 km. Then, 

the data measured under the clear-sky condition and further averaged for 15 minutes. This has 

been done for calibration of the lidar signals in order to reduce the influence by the random 

noise of the instrument. The aerosol extinction-to-backscattering ratio S used for the  inversion 

algorithm is assumed to be 50. Finally, the signal P at A = 1064 nm are taken to be the same 

value as the signal P at A = 532 nm in the case of water clouds, since there is no wavelength 

dependence of the return-signals at A = 532 nm and 1064 nm. The uncertainty of the signals P 

calibrated from the above-mentioned method is also discussed in Sugimoto et al.  [2001].

4.3.2. Cloud mask scheme 

  Here we describe the cloud mask scheme. The details of the technical specifications of the 

95-GHz radar are described in  Horie et al. [2000]. The return-signals (Pr) measured with the 

radar were recorded up to 12 km with  82.5 m resolution. And also the return-signals  P, were 

averaged every 10 s, which corresponds to about 80,000 shots. The noise signals of the radar 

 (/),„„ise) data were also measured for each record. 

  The logarithm form of the radar signal is frequently used to describe the radar return-signal 

as follow, 

 dB1)1(R)-  10  logioPr(R). (3) 

 Okamoto et al.  [2008] studied the sensitivity of the attenuated backscattering coefficient at A = 

532 nm  (1306.032) and radar reflectivity factor  (4) at the frequency of 95-GHz to the 

microphysical properties of ice clouds, that is, ice water content  (1WC) and effective radius 

 (reo) from Mie theory.  4 is defined as  4  Z2  Pr  I AZ. They showed that the  /306032  increases 

with decrease of  re for a given  MC. Thus, the lidar signal is sensitive to water clouds where 

the size of cloud particles is small. While,  4 increases with increase of  reff. Thus, the radar
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signal is sensitive to ice clouds and drizzles where the size of cloud particles is large. 

Therefore, the synergy use of the cloud radar and the lidar might be the ideal method to 

specify clouds and drizzles. In the actual cloud mask scheme, we rely on the lidar data at A = 

1064 nm and the radar data. When the values of the  /30,,,1964at a certain layer is larger than the 

threshold  kd or the radar signals are larger than the threshold  kid, the data at the layer are 

considered to be fulfilled with clouds and are removed. The data for the upper layer than 

clouds are also removed since the data are also contaminated by cloud or rain through the 

strong attenuation. The values of  Om and  kid of 5.0 x  10'  kmister-land noise plus 0.5 dB are 

empirically determined from the lidar and radar data measured during the whole observation 

period, respectively.

4.4. Results and discussion 

  The signal to noise ratio (SN-ratio) of the lidar return signals P is generally worse in the 

upper layer. The signals due to aerosols at layers higher than 4km turned out to be below the 

noise level unless clouds exist. The lidar return-signals also have a blind region near the lidar 

due to the insufficient overlapping of the laser beam and the field of view of the receiving 

telescope. In the following analyses due to these restrictions, retrieval of properties of aerosols 

is limited to the layers from 0.2 km to 4 km.

4.4.1. Temporal and vertical distribution of aerosols 

  The figure 2 shows the temporal and vertical distributions of attenuated backscattering 

coefficient fobs at A = 532 nm (Upper figure) and  13,b, at  a. = 1064  nm (Lower figure) measured 

during the whole period of the Mirai  MR01-1CO2 cruise. Considerably large values of  130b, both 

at the wavelengths exceeding 0.01  km-isterl are found in the figure on 17th and 22nd. These 

strong signals are from water clouds on 17th and rain on 22nd. We removed the data 

contaminated by cloud and rain by the cloud mask scheme described in the section 2. The  pob., 

at A = 532 nm (Upper figure) and  Nobs at A = 1064 nm (Middle figure) due solely aerosols are 

shown in the figure 3. The distribution of the total depolarization ratio  ki (Lower figure) is
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also shown in the figure. It turns out that the  fias at = 532 and 1064 nm are generally larger 

below 1 km comparing with those above the altitude. This certainly reflects the abundant 

aerosols existing in the planetary boundary layer formed under the altitude of 1 km. On the 

other hand, a layer with relatively large values of  pobs both at the wavelengths are seen from 

the altitude of 1 km to 3 km on 20th and  21st and from the altitude of 2 km to 3 km on 26th. 

The large  b11  in the layers implies that dust aerosols exist in the layers.
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Figure 2. The temporal and vertical distributions of  attenuated  backscattering coefficient  Abs 

at  A  = 532 nm (Upper figure) and at  A. = 1064 nm (Lower figure) measured during the whole 

observation period of the Mirai  MR01-K02 cruise.
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Figure 3. The temporal and vertical distributions of  attenuated backscattering coefficient  At, 

at  A = 532 nm (Upper figure) and at  A = 1064 nm (Middle figure), and the total depolarization 

ratio  cied (Lower figure) measured during the whole observation period of the Mirai  MR01-K02 

cruise. The data contaminated by clouds and rain are removed by the cloud mask scheme 

discussed in the section 3.

We apply the sequential algorithm to the data shown in the figure 3 to retrieve
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microphysics of aerosols. One of the main advantages of the algorithm used in the study is to 

allow to study the variation of the lidar ratio S. The results of the time-height cross section of 

the lidar ratio S are shown in the figure 4. 
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Figure 4. The temporal and vertical distribution of extinction-to-backscattering ratio (Lidar 

ratio) at A = 532 nm retrieved from the lidar measurement during the whole observation 

period.

The figure 5 shows time-height cross section of extinction coefficient at  A = 532 nm of water-

soluble aerosols  aws, sea-salt aerosols  ass and dust aerosols  aps for the whole observation 

period. The distribution of extinction coefficient at A = 532 nm for all aerosols  aall shown in 

the same figure includes the extinction coefficient at A = 532 nm for 'unknown' aerosols. The 

figure shows that the most of sea-salt aerosols exist in the planetary boundary layer which is 

below  1km. Most of water-soluble aerosols are also concentrated in these layers. The values of 

 aws on 15th to 19th and 26th are almost less than 0.05  km-1 in the layer. On the other hand, the 

values of  aws on 14th, 24th and 25th are almost in the range of 0.1  km-1 and 0.3  km 1 in the 

layer, which are considerably larger comparing to those on 15th to 19th and 26th. The values 

of  aws on 20th to 22nd are also relatively larger comparing to those on 15th to 19th and 26th. 

Water-soluble aerosols are also seen above the altitude of 1 km on 20th,  21st and 26th. The 

figure further shows that there are the layers of dust aerosols from the altitude of 1 km to 4 km 

on 20th,  21st and 26th.
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Figure  5. The temporal and vertical distribution of extinction coefficient at A = 532 nm of 

water-soluble aerosols (a), sea-salt aerosols (b), dust aerosols (c) and all aerosols (d) retrieved 

from the lidar measurement during the whole observation period. Note that the values of 

include the values of extinction coefficient at A = 532 nm for  'unknown' aerosols.

117



  The temporal and spatial distribution of aerosols during the whole observation period of 

the Mirai  MR01-1CO2 cruise are simulated by three dimensional aerosols transport-radiation 

model, SPRINTARS (Spectral Radiation-Transport Model  for  Aerosols Species), developed by 

 Takemura et  al. [2003]. The model can treat transportation of various species of aerosols, such 

as sulfate, carbonaceous aerosols, dust and sea-salt using a framework of an atmospheric 

general circulation model  (AGCM). The model considers the processes of emission, advection, 

diffusion and deposition of aerosols, and use the reanalysis data of National Centers for 

Environmental Prediction / National Center for Atmospheric Research  (NCEP/NCAR) for 

driving the transport model. The horizontal resolution is set to be at about 100 km. The 20 

layers from the surface to the altitude of about 33 km are considered in the simulation. The 

time-height cross section of sulfate, sea-salt and dust aerosols simulated by the SPRINTARS 

are shown in the figure 6. The simulated distributions of each aerosol component are roughly 

similar to the above-mentioned features of the distribution of each aerosol component 

retrieved in this study. The simulation by the SPRINTARS indicates that the dust aerosols 

might be mainly transported from the Gobi desert, and also indicates that the sulfate aerosols 

might be mainly transported from the seaboard of China. Sugimoto et al. [2002] shows the 

similar distribution of sulfate and dust aerosols predicted by the regional scale chemical 

transport model CFORS (Chemical Weather Forecast System) during the whole observation 

period of the  MR01-K02 cruise. The CFORS was developed based on a three dimensional 

regional scale chemical transport model fully coupled with the Regional Atmospheric 

Modeling System (RAMS) mesoscale model [Uno et al., 2003]. The simulated horizontal 

region was centered at 25 °N and 115 °E, with the resolution of 80 km. The 23 layers up to 23 

km were considered in the simulation. The sulfate and dust aerosols predicted by CFORS are 

roughly consistent those in this study. Note that sulfate aerosols correspond to water-soluble 

aerosols treated in this study. There are some discrepancies between the retrieval results and 

those from SPRINTARS. The sulfate concentration reproduced by the SPRINATRS seems to 

be overestimated, e.g., after May 20. The comparisons between the lidar observations and 

SPRINTARS will be intensively examined in the forthcoming paper from us. 
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Figure 6. The temporal and vertical distribution of extinction coefficient at  A = 532 nm of 

sulfate aerosols (Upper figure), sea-salt aerosols (Middle figure) and dust aerosols (Lower 

figure) simulated by the SPRINTARS during the whole observation period. The figure shows 

the data averaged every 6 hours.

  The figure 7 shows the vertical profiles of  aws (Left-upper figure),  ass (right-upper figure), 

 o-Ds (Left-lower figure), and  Gall (right-lower figure) averaged over the whole observation 
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period. It is found that the vertical profiles of  ass,  ass, 

below 1.5 km, and 1.0 km <  Z  < 3.5 km, respectively.
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Figure 7. The vertical profiles of extinction coefficient at A = 532 nm of water-soluble 

aerosols  am (Left-upper figure), sea-salt aerosols  ass (Right-upper figure), dust aerosols  am 

(Left-lower figure) and all aerosols  aall (Right-lower figure) averaged in the whole observation 

period.

The  aws and  ass in the planetary boundary layer with Z < 1.0 km are larger than those in the 

layer of 1.0 km < Z < 1.5 km. It is well known from the past studies from the lidar, balloon-

born and aircraft measurements that the aerosols in the planetary boundary layer are generally 

more abundant than those in the free tropospheric layer [e.g., Asano and Shiobara, 1989;
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 Takarnura and  Sasano, 1990; Hayasaka et al.,  1998].  For  > 1.5  km, the  aws has a maximum at 

the altitude of around 2.5 km. The  cros shows its peak at the altitude of around 2.0 km. This 

may suggest that the transportation of water-soluble and dust aerosols occurred into the similar 

altitude. The vertical profiles of  call shows the value decreases with the altitude higher from 

the surface to the altitude of 1.5 km. The vertical profile of  aall also shows the distribution with 

a peak at the altitude of around 2.5 km above the altitude of 1.5 km. The feature of the vertical 

profile of  crail is due to both the water-soluble and sea-salt aerosols under the altitude of 1.5 km 

and mainly due to the water-soluble aerosols above the altitude of 1.5 km. The values of Gall 

averaged in the whole observation period are in the range of 0.05 and 0.08  km-1 in the layer 

under the altitude of 1.0 km, around 0.03 to 0.04  km-' in the layer from the altitude of 1.0 km 

to 1.5 km and in the range of 0.04 and 0.06  km-1. 

  There are few studies that derive extinction coefficient of each aerosol components and 

thus it is not possible to compare our results for each aerosol to others. Instead, we compare 

total extinction coefficient  ,aall, of our results with other studies. Sugimoto et al. [2001] 

reported the aerosol vertical profiles retrieved from a dual-wavelength Mie-scattering 

polarization lidar during the other Mirai cruise carried out in the region of 130 — 170° E and 0 

— 30° N over the western Pacific Ocean on June and July 1999. They showed that the values of 

 call are almost less than 0.1  km-1 under the altitude of about 1 km, though there are some cases 

that  call is larger than 0.15  km-1. Above the altitude of 1 km, the values of aallare almost less 

                                                            - than 0.04  km-'. Consequently, our findings are consistent with their results. 

  Gobbi et al. [2000] carried out the ground-based Mie-scattering polarization lidar 

measurement on May 1999 at Crete, located at 35° N and 23° E, over the Mediterranean. They 

analyzed dust layers originating from the Sahara desert for almost 9 days. They showed the 

dust layers were mainly observed above the planetary boundary layer, which was formed 

under the altitude of 3 km. The dust was stratified into several layers and reached a maximum 

altitude of 10 km. The extinction coefficient at A = 532 nm larger than 0.1  km-1 reach up to the 

altitude of 5 km. While, our study shows that the extinction coefficient of the dust aerosols are 

almost less than 0.04  km-1, the thickness of the layer is almost 3 km and the maximum
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duration time is about 2 days, which is smaller scale comparing to that observed by Gobbi et al. 

 [2000]. They also reported that aerosols are mainly confined with in the planetary boundary 

layer in the cases that the dust event did not happen. They implied that the maritime aerosols 

are dominant in the layer and this is consistent with our findings. The vertical profiles of 

aerosol extinction coefficient at A = 532 nm showed that the values of  o-all in the layer of 1 km 

 <  Z<  3 km were almost less than 0.08  km-'. The cases that the values of  aan exceeding 0.2  km-

' are frequently seen under the altitude of 1 km. The values of  call in the boundary layer 

observed by Gobbi et  al. [2000] is relatively larger comparing to those in this study and the 

results of Sugimoto et al.  [2001]. The difference would be mainly due to the local emission 

such as sulfate and soil-derived aerosols, since the observation field in this study and Sugimoto 

et al.  [2001] is over the open sea.

4.4.2. Correlation of sea-salt aerosols with surface wind velocity 

  It is well known that the emission of sea-salt aerosols strongly depends on the wind 

velocity at the sea-surface [e.g., Toba, 1961, 1965; Tsunogai et al., 1972; Lovett, 1978; Lepple 

et al.,  1983]. And the relationship between the concentration of sea-salt aerosols (p) and the 

surface wind velocity (V) can be given as the following equation, 

 p  .  exp{aV  +  b} (3) 
where a and b are a constant value. The units of p and V are  pigni3 and  ms"'. Erickson et al. 

 [1986, 1988] estimated the global distribution of sea-salt aerosols at around the sea-surface 

using the empirical formula as shown in the equation (3) and the global surface wind velocity 

data obtained from the National Oceanic and Atmospheric Administration National Climate 

Data Center. In their study, a = 0.16  m's and b = 1.45 are used, for the case that the value of 

the surface wind velocity V was smaller than 15  ms-', which was obtained by Lovett [1978]. 

For the case that the V-value was larger than 15  ms', the values of a and b of 0.13  M's and 

1.89 were used, respectively, which was gotten by Erickson et  al.  [1986]. Tegen et al.  [1997] 

attempted to estimate the global distribution for soil-dust, sea-salt, sulfate and carbonaceous 

aerosols by combining model results from different transport models. They used the empirical
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formula of  Erickson et al. [1986] for the emission of sea-salt aerosols and estimated the 

distribution of sea-salt aerosols at the surface. Erickson et al.  [1986, 1988] and Tegen et al. 

 [1997] did not simulate the vertical profiles of sea-salt aerosols. This is because that there is no 

appropriate method to express the vertical profiles due to the lack of knowledge for the 

vertical profiles of sea-salt aerosols. Therefore it is highly demanded to study the vertical 

profiles of sea-salt concentration and to test the Erickson's formula. 

  We investigate the correlation of the concentration of sea-salt aerosols retrieved for various 

altitudes with surface wind velocity. The surface wind velocity is taken from the 

measurements by using shipboard anemometer. The figure 8 shows the relationship of 

extinction coefficient of sea-salt aerosols  ass retrieved at the altitude of 230 (Upper figure), 

400 (Middle figure) and 560 m (Lower figure) with the surface wind velocity for the whole 

observation period. We also derived the values of  ass averaged for the surface wind velocity 

every 1  ms'. The  ass increases with the increase of V when the V-values ranges from 8  ms' to 

12  ms'. For the data, we estimated the parameters according to the equation (3). It is found 

that the a-values are 0.23, 0.17 and 0.11  m's for the altitude of 230, 400 and 560 m, which are 

relatively close to that of Erickson et al.  [1986], i.e., a = 0.16  rri's. Note that the value of  ass 

can be simply transferred to the density p by multiplying a constant value of 2873.3  iugre. On 

the other hand, the  ass are relatively invariable when the wind velocity V is smaller than 8  ms' 

and also decrease with the increase of V when the V-values are larger than almost 12  ms'. The 

cause that the relationship between  ass and V is different from that give by Erickson et al. 

[1986] would attribute to advection and deposition of sea-salt aerosols. The uplift of sea-salts 

from the surface to the higher altitude will lead to the similar correlation of sea-salt 

concentration with the surface wind at high altitudes as that at the surface, that is, the 

correlation can be expressed by the empirical formula of Erickson et al.  [1986]. The advection 

and deposition of sea-salt aerosols will break the correlation. When the wind velocity is small, 

the amount of the sea-salt aerosols uplifted from the surface might be small due to the weak 

emission of sea-salt aerosols. Then, the rate of the concentration of advected sea-salt aerosols 

might be larger than that of the uplifted sea-salt aerosols. When the wind velocity is large, the
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uplifted aerosols might be dominant at high altitudes. 
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Figure 8. The correlation of extinction coefficient of sea-salt aerosols with the surface wind 

velocity. The  ass-values shown in the figure are averaged for the surface wind velocity every 1 

 ms'. The values of  ass retrieved at the altitude of 230  m, 400 m and 560 m during the whole 

observation period are used. The bars shown in the figure indicate the standard deviation for 

the averages. 

The deposition of sea-salt aerosols will be stronger with the wind velocity larger. It is known 

that the mass mean radius of sea-salt aerosols are larger with the wind velocity larger 

[Erickson et al.,  1988]. It is also known that the larger particles are more removed from the 
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atmosphere due to the deposition such as gravitational settling and the scavenging by 

raindrops [e.g., see Takemura et al., 2000]. This might contribute to the decrease of  ass with 

the increase of V when the V-values are larger than 13  ms"'. Thus, the results suggest that the 

relation for the upper layer is distinctly different from that at the surface given by Erickson et 

al.  [1986]  . That is, in upper layer the concentration predicted by Erickson et al.  [1986] tends to 

be smaller for small size aerosols, while the concentration of larger aerosols from Erickson's 

formula tends to be larger than the findings at the upper layer. Since aerosol transport model 

often uses the formula to simulate sea salt particles from the surface to the upper layer, it 

suggests to use Erickson's formula in the aerosol. To consider advection and deposition 

processes are inevitable to simulate the vertical profiles of sea-salt aerosols. 

 4.43. Aerosol optical properties under cloud layers 

  We investigated the differences in the aerosol concentration between in clear sky and under 

clouds. Here, we show only the vertical profiles under the altitude of 1 km below clouds. This 

is because that under the altitude of 4  km, most of the cloud layers existed below 1 km (see the 

figure 2). In the region, the cloud occurrence was almost 50 % in the whole observation period. 

We classify the data of the vertical profiles of aerosol optical properties into the turbid case on 

14th, 20th to 22nd, 24th and 25th and the clean case on the other days. The values of  crws in the 

turbid case are rather larger than those in the clean case, as discussed in the subsection 4.1. 

  The figure 9 provides the vertical profiles of  aws (Upper figure) and  ass (Lower figure) 

under cloud layers and without cloud layers under the altitude of 1 km. The vertical profiles of 

 aws and  ass shown in the figure are averaged in the term of the turbid case (Left figure) and the 

clean case (Right figure). We do not show the vertical profiles of  aos since the dust layers 

mainly existed in the layer over the altitude of 1 km. 

  We found that the extinction coefficient water-soluble and sea-salt aerosols under cloud 

layers are three times in maximum larger than those without cloud layers. The upper figures 

show that the values of  aws under the cloud layer are larger than those without cloud layers at 

most of the altitude in spite of the turbid and clean cases. The lower figures show that the
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values of  ass under the cloud layer are also larger than those without cloud layers at most of 

the altitude in spite of the turbid and clean cases.
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Figure 9. The vertical profiles of  extinction coefficient of water-soluble aerosols  am (Upper 

figure) and sea-salt aerosols  ass (Lower figure) under cloud layers (open square) and without 

cloud layers under the altitude of 1 km (filled circle). The vertical profiles of  aws and  ass 

shown in the figure are averaged in the term of the turbid case (Left figure) and the clean case 

(Right figure). The values of the standard deviation (S) are also shown in the figure. The S-

values means the averages of the values of the standard deviation at each altitude. The suffix 

 `cloud' and 'no cloud' means  'Under cloud layers' and  'Without cloud layers'
, respectively.
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The larger values of  aws and  ass under cloud layers might be due to the larger relative humidity 

under cloud layers than without cloud layers. The figure 10 shows the relative humidity at the 

sea-surface measured with a hygrometer installed on the  Mirai vessel during the whole 

observation period.
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The figure 11 shows examples of vertical profiles of relative humidity measured with a 

radiosonde under cloud layers on 17th and without cloud layers on 19th. The figures 10 and 11 

show that the values of relative humidity under cloud layers are larger than those without 

cloud layers. The increase of relative humidity causes the increase of the volumes of 

hygroscopic aerosols  [e.g., see  Shettle and Fenn, 1979; d'Almeida et al.,  1991]. This 

contributes to the increase of the extinction coefficient of aerosols. Since the formation 

mechanism of clouds is controlled by the aerosols, relative humidity and vertical air motion, 

the difference between aerosol concentration under clear sky and that below clouds strongly 

suggests the possible link how aerosol particles relates to the generation of clouds.
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Figure 11. Examples of vertical  profiles of relative humidity under cloud layers and without 

cloud layers. The profiles of relative humidity were measured at 12 UTC on 17th (under cloud 

layers) and at 0 UTC on 19th (without cloud layers) with a radiosonde. 

4.5. Summary 

  We analyzed the developed algorithm to the data measured with the dual-wavelength 

polarization lidar during Mirai  MR01-K02 cruise by the application of the sequential 

 algorithm developed by us  [Nishizawa et al., 2004]. In the analysis, we first removed the data 

contaminated by clouds and rain by using both of the data measured with the lidar and 95-GHz 

radar. Then by the application of the algorithm to the lidat data, we estimated the vertical 

distribution of extinction coefficient at A = 532 nm of water-soluble aerosols, sea-salt aerosols 

and dust aerosols from three channel data measured with dual wavelength lidar with 

polarization function. The major findings are as follows: 

(1) We provided the temporal and vertical distribution of extinction coefficient at the 

wavelength of 532 nm of water-soluble, sea-salt and dust aerosols retrieved during the whole 

observation period. The retrieval results of aerosol type classification showed that the most of 

water-soluble and sea-salt aerosols concentrated in the planetary boundary below altitude of 1 

km, while, a few aerosol-rich air-masses dominated by water-soluble and dust particles were 

sometimes found between the altitudes of 1 km and 4 km. 

(2) The vertical profiles of extinction coefficient at the wavelength of 532 nm of water-
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soluble, sea-salt and dust aerosols averaged in the whole observation period showed that the 

values were almost in the range of 0.02-0.06,  0.02-0.03 and 0.01-0.02  km-1 in the layer under 

the altitude of 4 km, respectively. The total extinction  coefficients for all aerosols were almost 

in the range of 0.04 and 0.08  km-1 in the layer under the altitude of 4 km. 

(3) We investigated the correlation of the concentration of sea-salt aerosols for various 

altitude with surface wind velocity. The relation for the upper layer was distinctly different 

from that at the surface given by Erickson et  al.  [1986]. That is, in upper layer the 

concentration predicted by Erikcson et  al.  [19861 tended to be smaller for small size aerosols, 

while, the concentration of larger aerosols from Erickson's formula tended to be larger than 

the findings at the upper layer. Since aerosol transport model often uses the formula to 

simulate sea salt particles from the surface to the upper layer, it suggests to use Erickson's 

formula in the aerosol. 

(4) We investigated the differences in the aerosol concentration between in clear-sky and 

under clouds. We found that the extinction coefficient water-soluble and sea-salt aerosols 

under cloud layers were three times in maximum than those without cloud layers. This 

suggests the possible link how aerosol particles relate to the generation of clouds. 

  Finally we simulated the aerosols by three dimensional aerosol transport model, 

SPRINTARS, developed by  Takemura et al. [2003] along the Mirth cruise track. Then the lidar 

signals are reproduced and compared with the lidar observations. It is found that the 

distributions of each aerosol component are roughly consistent with those simulated by the 

SPRINTARS. There was a significant difference in the strength of concentration of sulfate, i.e., 

SPRINTARS tends to produce lager sulfate concentration. The simulation by SPRINTARS 

showed that the origins of the dust were Gobi desert and that of sulfate is from the seaboard of 

China. 

  The validation study of this algorithm remains as a future work. The cloud occurrence was 

extremely high in the Mirai  MR01-K02 cruise (greater than 85 %). This made it difficult to 

compare the aerosol optical properties retrieved by the algorithm developed in this study from 

the lidar measurement with the result from the passive measurement with a sky-radiometer 
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installed on the vessel Mirai. It is also important to conduct experiments for the comparison 

between the Mie-lidar with Raman or high spectral resolution lidar in order to compare the 

lidar ration S from the application of the sequential algorithm to the Mie-lidar data with the 

direct measurements from Raman or high spectral resolution lidar [e.g., see  Ansmann et al., 

19921. We are planning to perform the comparison near future.
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Chapter 5

General summary

  In this study, we have developed the algorithms to retrieve the radiative, optical and 

microphysical properties of aerosols from passive and active remote sensing from the surface. 

We also applied the developed algorithm to the observed data obtained from the ground-based 

radiation measurements and the ship-board lidar observation, and we discussed the features of 

the retrieved aerosol properties. The advantages of the developed algorithm and main findings 

of the data analysis are as follows. 

  In Chapter 2, using the several radiometers as passive instruments, the surface direct 

radiative-forcing and optical properties of aerosols in the air-column have been estimated from 

the ground-based solar radiation measurement, which was made under clear-sky conditions in 

Tsukuba, Japan, over two years from April 1997 to March 1999. The global and diffuse 

irradiances in the total and near-infrared (NIR) solar spectral regions were simultaneously 

measured by using two sets of the total-band and NIR-band pyranometers, respectively. The 

visible (VIS) band irradiances were also estimated by taking differences between the total-

band and NIR-band irradiances. The spectral aerosol-optical-thicknesses (AOTs) at six 

wavelengths in the air column were also measured with a sun-photometer. By combining the 

spectral AOTs and the surface diffuse irradiances, we have developed the algorithm for 

simultaneously estimating the effective aerosol size-distribution and imaginary index of 

refraction. Seasonal variations of the broadband surface radiative-forcings and retrieved 

optical-properties of the columnar aerosols have been studied. 

  We found a close correlation among these parameters, with similar features of seasonal 

variations. In winter the columnar aerosols exhibit the minimum surface radiative-forcing and 

a minimum AOT, but the maximum  m;  value of 0.04. The opposite is true in summer, when the 

 minimum  m,-value of 0.02 was estimated. The surface radiative-forcing in the VIS-band was 

estimated to be almost four times larger than in the NIR-band. The total-band aerosol forcing-
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efficiency is defined as the change in the surface radiative-forcing in the total-band due to a 

unit increase of AOT at 500 nm. This has its largest magnitude of —219 W  na-2 in winter, and 

its smallest magnitude of —150 W  rn-2 in summer. The results suggest that the correlated 

seasonal variations between the aerosol radiative-forcing and the optical properties may result 

from seasonal changes in the dominant aerosol components. 

  In Chapter 3, we developed a sequential algorithm to estimate the vertical profiles of the 

extinction coefficient at A = 532 nm of three aerosol components of water-soluble, sea-salt and 

dust aerosols from the vertical profiles of the attenuated backscattering  coefficient. Contrary to 

the currently used Fernald or Klett type inversion method, this method is fully taken into 

account information of three channels in the lidar measurements, i.e., the perpendicular 

component  (Potts,  j.) and the parallel component  (fob,„) to the linearly polarized transmitted laser 

at  A = 532 nm and total component (i.e.,  B  obs,1  Pobs,11) at = 1064  nm. Our algorithm has the 

following key features: 

(1) The vertical profiles of the value of extinction-to-backscattering ratio (S), which is 

assumed to be vertically invariant to solve the  ldiar equations in Fernald or Klett methods, can 

be retrieved. 

(2) The aerosol optical properties at any wavelengths and aerosol microphysics such as a 

number concentration can be estimated 

(3) The algorithm is a sequential type in a way that it retrieve the distribution of the aerosol 

optical properties from the sea-surface to upward direction. Thus this enables to obtain the 

aerosol optical properties under cloud bottom layer, which is impossible by other types of 

inversion technique and also it is worth to note that it can not be done by passive instruments. 

Since none of the former algorithms cannot fulfill above features, we would like to distinguish 

our approach from others. The following assumptions have been made in the algorithm; the 

volume size distribution of aerosols is assumed to be bimodal-shape of lognormal distribution. 

There are two types of aerosols, i.e., sea-salt model and dust model. The sea-salt model is 

consisted of two aerosol components, that is water-soluble aerosols with a mode radius in 

accumulation-mode and sea-salt aerosols with that in coarse-mode. The dust model is also
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consisted of two aerosol components, that is water-soluble aerosols with a mode radius in 

accumulation-mode and dust aerosols with that in coarse-mode. The microphysical and optical 

properties for water-soluble, sea-salt and dust aerosols are assumed by using the results of the 

other studies. Finally, we assume the value of scale height of 1.3 km for the vertical  profile of 

aerosol extinction coefficient under the lowest layer to correct the attenuation of  0,,b, at the 

lowest layer. For determination of the aerosol type, we rely on the depolarization ratio at A = 

532 nm. That is, when the depolarization ratio is larger/smaller than 0.1, dust/sea-salt model is 

chosen. Once we specify the aerosol types, we retrieve the vertical profiles of the ratio of 

extinction to backscattering coefficient as well as extinction coefficient for each aerosol 

component. 

  We performed intensive numerical experiments for the characterization of algorithm errors. 

That is, we have estimated errors in the retrieval of extinction coefficient for each aerosol 

component due to several error sources such as the assumption used in the algorithm and the 

measurement uncertainties. It turns out that the assumption for the vertical profiles of aerosols 

under the lowest layer, which is needed to correct the attenuation of the lidar signals, does not 

contribute to the retrieval results, i.e., the errors in extinction coefficient are less than 10%. For 

the measurement uncertainty (here, 5 % uncertainty is considered), the errors in the extinctions 

for dust and water-soluble aerosols are about 20% and 30%, respectively when the total optical 

thickness is  0.05 and the concentrations of dust and water-soluble aerosols are 10% and 90% 

of the total, respectively. The error of each component is smaller with the increase of the 

concentration-ratio of the component. The performance of the algorithm for mixture of the 

dust and water-soluble case turns out to be better compared with that for mixture of sea-salt 

and water-soluble case. Consequently, it is concluded that the algorithm provides the aerosol 

microphysical properties with sufficient accuracy. 

  In Chapter 4, we applied the developed algorithm to data obtained from a dual-wavelength 

polarization lidar of NIES (National Institute for Environmental Studies) installed on the 

marine research vessel Mirth of JAMSTEC (Japanese Maritime Science and Technology 

Center). The observation cruise, called as Mirai  MROI-K02 cruise, was carried out in an 
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western Pacific Ocean area, south-east off the Japan Island, from 14 to 27 May, 2001. In the 

analysis, we first removed the data contaminated by clouds and rain by using both of the data 

measured with the lidar and 95-GHz radar of CRL (Communications Research Laboratory). 

Then by the application of the algorithm to the lidat data, we estimated the vertical distribution 

of extinction coefficient at A = 532  nm of water-soluble aerosols, sea-salt aerosols and dust 

aerosols from three channel data measured with dual wavelength lidar with polarization 

function. The major findings are as follows: 

(1) Sea-salt aerosols mostly concentrated in the planetary boundary layer (PBL) below 

altitude of 1 km. The water-soluble aerosols were frequently retrieved also in PBL below 1 km. 

A few aerosol-rich air-masses dominated by water-soluble and dust particles were sometimes 

found between the altitudes of 1 km and 4 km. The vertical profiles of the retrieved  aws,  ass 

and  am, averaged over the whole observation period, showed that their values were almost in 

the range of  0.02-0.06,  0.02-0.03, and 0.01-0.02  km-1, respectively, below the altitude of 4 km. 

(2) We investigated the correlation between the concentration of sea-salt aerosols at several 

altitudes and the surface wind velocity measured onboard. The relation was distinctly different 

from the reported ones obtained at the sea-surface level  [Erickson et al., 19861. That is, in 

upper layer the concentration predicted by  Erikcson et al. [19861 tended to be smaller for small 

size aerosols, while, the concentration of larger aerosols from Erickson's formula tended to be 

larger than the findings at the upper layer. Since aerosol transport model often uses the formula 

to simulate sea salt particles from the surface to the upper layer, it suggests to use Erickson's 

formula in the aerosol. 

(3) We compared the vertical profiles of  aws and  ass retrieved under clear-sky and cloudy 

conditions, and found that the extinction coefficient water-soluble and sea-salt aerosols under 

cloud layers were three times in maximum than those without cloud layers. This suggests the 

possible link how aerosol particles relate to the generation of clouds. 

  Further, we compared the temporal and spatial distributions of aerosols retrieved in this 

study with those simulated by three dimensional aerosol transport model, SPRINTARS, 

developed by Takemura et al.  [2003] along the Mirai cruise track. It is found from the
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simulation by SPRINTARS that the origin of the dust was Gobi desert and that of sulfate was 

from seaboard of China. Concerning the validity of the SPRINTARS, we found the 

distributions of each aerosol component simulated by the SPRINTRARS are roughly 

consistent with those retrieved in this study. There was a significant difference in the strength 

of concentration of sulfate, i.e., SPRINTARS tends to overestimate sulfate concentration. 

  We believe the present study verifies that both of the algorithms developed for passive and 

active remote sensing are extremely useful to estimate the temporal and spatial distributions of 

various optical and microphysical parameters of the tropospheric aerosols. That shows the 

possibility that the algorithm developed for active remote sensing can contributes to the 

validation study of the numerical model. The developed algorithms may be applicable to 

measurements carried out on the other stations and/or platforms. The algorithm developed for 

passive remote sensing will be applicable to routine surface radiation measurements operated 

at worldwide stations, with an extension of spectral aerosol-optical-thickness (AOT) 

measurements. The algorithm developed for active remote sensing can be applied to data of 

the dual-wavelength polarization lidar from the other Mirai cruise over the tropical Pacific 

Ocean. Further, the active algorithm should be also applicable for data from a space-borne 

dual-wavelength polarization lidar, installed on CALIPSO satellite (Cloud-Aerosol Lidar and 

Infrared Pathfinder Satellite Observations satellite; NASA/ESSP); the satellite is planned to be 

launched in  April  2005. Since CALIPSO data are useful for the retrieval of global distributions 

of the aerosol properties, it is expected that the application of the new sequential algorithm 

developed in the study would bring new insight for the assessment of aerosol impact on the 

climate system. 

  As a future work, the active algorithm developed for the dual-wavelength polarization lidar 

should be validated by using other simultaneous measurements by some available passive 

and/or active instruments. Unfortunately, the  cloud occurrence was extremely high in the Mirai 

 MRO1-K02 cruise (greater than 85 %). This made it difficult to compare the aerosol optical 

properties retrieved from the lidar measurement and from the passive measurement with a sky-

radiometer onboard the vessel Mirai. It is also important to conduct experiments for the

140



comparison between the Mie-lidar with Raman or high spectral resolution lidar in order to 

compare the lidar ration S from the application of the sequential algorithm to the Mie-lidar 

data with the direct measurements from Raman or high spectral resolution lidar [e.g., see 

Ansmann et al.,  1992]. We are planning to perform the comparison near future. A synergy use 

of passive and active instruments will be definitely useful for more reliable and widely 

applicable retrievals of the temporal and spatial distribution of aerosol properties. Such 

algorithm will enable us to simultaneously estimate extremely variable optical properties and 

 microphysical properties of tropospheric aerosols. These developments still remain and are the 

subject for the future study.
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