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Chapter 1  Introduction

Remarkable development of semiconductor device technology made it possible to simulate
natural phenomena in numerical way as well as theoretical analyses and experiments. Because
of the cost effectiveness in time and money and the capabilities of observing an unobservable
phenomenon, the importance of the numerical simulation is becoming more and more in many
areas of researches in science and technology such as device simulation, weather forecast,
plasma physics, astrophysics and so on.

In the numerrical simulation problems, large-scale tridiagonal or block tridiagonal linear
systems are solved and most of the computation time is spent on solving them. Hence, the key
to realize a high-speed numerical simulation is shortening the time to find the solutions. To this
end, there are two important factors to be considered. One is an algorithm to solve the large-
scale systems and the other is an architecture to execute the algorithm. From the algorithmic
‘ viewpoint, there is a problem such that almost of the algorithms presently used are serial ones
or modified ones of originally serial algorithms, On the other hand, from the architectural

viewpoint, there is a problem such that the clock cycle that dominates the computing
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capabilities of vector supercomputers are coming to their limits because of the limitation of the
size reduction of device geometry. Hence, from the algorithmic viewpoint, finding parallel al-
gorithms which are suited for several types of parallel processing is strongly desired. On the
other hand, from the architectural viewpoint, a parallel processing with high parallelism is es-
sential to realize a high speed numerrical simulation.

In this dissertation, parallel algorithms for the solution of large-scale tridiagonal and block
tridiagonal linear systems are proposed. Furthermore, a VLSI-oriented parallel architecture :

SALTS which executes the parallel algorithms in systolic way is described.

Chapter 2 Parallel Tridiagonal Solvers

One-dimensional simulation problems often result in solving tridiagonal linear systems. A
tridiagonal linear system for an unknown vector x is represented in a matrix form as Ax=h,
where A is an NXN nonsingular tridiagonal matrix, which is diagonally dominant. While, x
and k are column vectors of length N.

In this chapter, firstly, the bi-recurrence algorithm is proposed as an efficient tridiagonal
solver which has inherent parallelism based on the parallel first order recurrences. The algo-
rithm is composed of three stages and each stage is computable in parallel with two proces-
sors. The time complexity as a serial algorithm is 8 N— 4 for a tridiagonal linear system of
order N which is comparative with the Gaussian elimination algorithm whose complexity is
8 N— 7. For parallel implementation with two processors, the time complexity of the bi-
recurrence algorithm is 4 N— 1. Moreover, the bi-recurrence algorithm is applicable to several
numerical computations such as solving band or block tridiagonal linear systems, inverting
tridiagonal matrices and so on.

Secondly, a highly parallel tridiagonal solver based on the divide-and-conqure strategy is
proposed. The solver is highly parallelizable and suited for highly parallel comuters, although
complexity as a serial algorithm is approximately twice as much as the Gaussian elimination

algorithm.

Chapter 3 Parallel Block Tridiagonal Solver

If we discretize a two- or three-dimensional domain over rectangular grids and number all of
the grid points in natural ordering, then we have a large-scale block tridiagonal linear system
of equations.

In order to solve such systems, iterative methods are mainly used. For example, ICCG (In-
complete Cholesky Conjugate Gradient) method and ACCR (Incomplete Cholesky Conjugate
Residual) method are efficient and widely used block tridiagonal solvers, which are character-

ized by low memory consumtion and high convergence. The efficiency of these methods comes
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from the preconditioning using the incomplete decomposition of A as A=LU~+R. The precon-
ditioning, however, is difficult to be parallelized fully because of the computational dependen-
cies included in them. Hence, in order to solve block tridiagonal linear systems faster,
parallelizing the preconditioning is essential.

In this chapter, a highly parallel iterative method named parallel preconditioned ICCG
method is explained. It is an efficient parallel solver combining the overlapping preconditioner
with the ICCG method. The preconditioner of the proposed method is the divided one of a large
scale preconditioner into smaller scaled ones which have overlapping parts with two neighboring
preconditioners. The effect of the parallel preconditioning on the convergence of the method is
estimated experimentally for many size of boundary value problems of Poisson’s equation. The
results show that the parallel preconditioned ICCG method is computable in high parallelism,
though the parallel preconditioners slightly increase the number of iterations in comparison
with the original ICCG method. For example, when a two-dimensional domain of simulation
is discretized over 250 X250 rectangular grids, one large preconditioner is divided into 249 par-
allel preconditioners and they can be operated in fully parallel. Moreover, by substituting the
experimental results into formula of complexity, the speedup is evaluated for the parallel pre-
conditioned ICCG method. For example, for a model problem discretized over the 250 X 250
grid, if it is solved by 249 parallel preconditioners using 249 processors in parallel, the speedup
will be approximately 146, From the experiments, it is find that the choice of the

discretization grids depending on the number of divisions are important.

Chapter 4 SALTS

In this chapter, a specialized systolic architecture SALTS (Systolic Architecture for Large
Tridiagonal Systems) is proposed with several kinds of systolic algorithms. The architecture
is used to solve large-scale tridiagonal and block tridiagonal linear systems for equations.
SALTS is designed to reduce the whole number of processing cells, utilizing the regularity and
the sparseness of the systems. For example, using an array of linearly connected three of proc-
essing cells in SALTS, the systolized bi-recurrence algorithm solves a tridiagonal linear system
of order Nin 3 N+ 6 time units. If the tridiagonal system is pertitioned into p subsystems,
the highly parallel systolic tridiagonal solver finds the solution in 10 (N, p) + 6 p+23 time
units with 3 p cells.

On the other hand, to solve block tridiagonal linear systems efficiently, SALTS executes sys-
tolic algorithms for the operations that are commonly included in several kinds of iterative
methods such as the ICCG method and the ICCR method as well as the parallel preconditioned
ICCG method. In specific, systolic algorithms for matrix vector multiplication (MVM), vec-

tor summation or vector subtraction (VSU), inner product (IP), incomplete matrix decomposi-
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tion (IMD) and forward-and-backward substitution (FBS) are proposed, For example, only
sixty-four cells are necessary for IMD, only seven for MVM and for FBS. For IP and VSU,
only one cell are necessary owing to the pipeline technique. Moreover, the algorithms are re-
vised for faster parallel computations., By the acceleration for MVM and FBS, required cells
are N'/? times more than the non-accelerated case, but the processing time is proportional to
N3,

SALTS consist of several kinds of processing cells, however their operations are similar,
Hence, consideering the hardwere implementation, those cells are realized as only one kind of
cell such that the cell involves all of the cell functions, and includes a switching mechanism that
switches the function to corresponding one as required. Specificly, considering that cells are re-
alized on VLSI, we design only one mask pattern. Consequently, we have systolic arrays with
high reliability and high performance. Using SALTS for a large-scale computationin science and

technology, a high-speed and high cost-performance simulation is achieved.
Chapter 5 Conclusions and Suggestions

Chapter 5 concludes with a summary of the preceding chapters, andindicate areas in need of

further research,
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