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Introduction

The field of digital halftoning is an active area of research in image processing. It is a well-known
technique for reproducing gray-level images using binary-level images. So far, a large number of tech-
niques have been presented in this field . In most of the cases, these techniques keep the impression of
continuous tone variation of an original image, which is crucially important for devices using black (or
base color) dots only, such as printers and fax machines. In the historic evolution of printed images,'
photographic halftone screens were used to render the illusion of gray color with binary (black ink on
white paper) printers. Gray regions were printed as a mosaic of black and white sub-regions, since the
properties of the human visual system would tend to create a perception of gray. The history of halfton-
ing technology can be dated back to the 19th century when physical screens and gauzes were used to
generate halftone images. These techniques have been translated directly to digital halftoning.

Mathematically, an image or a picture is a function f(z,y) in two variables (coordinates in image
plane, corresponding to spatial directions). The function values are called brightness or intensity. In the
case of multi-color image the function has k-tuples of brightness values in several spectral bands. In the
monochrome case, the values will be called gray levels. Halftoning process turns each gray pixel into a
black or white pixel. If the resolution of the picture is very high, human eye cannot detect individual
dot patterns. Thus black and white dots reproduce the gray illusion of the original image.

Halftoning problem as a rounding problem

As mentioned in the previous section, the digital halftoning problem is to convert a gray-level image
into a binary image. The digital halftoning problem is formulated as a matrix rounding problem that
converts & real-valued two dimensional m x n matrix array into an integral-valued array of the same size.
We represent the input image by a [0, 1]-valued m X n matrix A = (@)i=0,...,m—1;j=0,...,n—1, Where each
pixel a;; has a gray level given by a real number in the range [0, 1]. The desired output is a {0, 1}-valued
matrix B = (bij)i=o,...,m—1,j=0,...,n—1 Of the same size. Therefore, the halftoning problem is in fact a

rounding problem.
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We need to remind first some notations on rounding of a real number. Let z be a real number. Its
rounding is either its floor [z, which is the largest integer not exceeding z, or its ceiling [z], the smallest
integer more than or equal to x.

In general case there are 2™>" possibilities if we round independently each entry of the input matrix
to its ceiling or floor value. Our aim is to select good-quality roundings among them for maintaining the
quality of the image.

Rounding each entry of the matrix independently does not guarantee to get a good visual quality. For
example, for an input set a = {0.5,0.5,0.5,0.5,0.5} its rounding could be the set & = {1,1,1,1,1}. The
rounding error between the total sums of a and « is evaluated by E(a, ) = |} ca @~ D _pea bl = 2.5,
which is high and reflected in its visual interpretation; the output o corresponds to uniform white color
while the input a corresponds to uniform medium gray color. In fact, @ = {1,0,1,0,1} is a better
rounding of a with the rounding error E(a, ) = 0.5. In general, we need to constrain the rounding to
obtain a rounding of a given input matrix A such that the output matrix B is close to A.

Global rounding

We give a concept named global rounding. This new concept is designed for considering the rounding
of a set of real values whose relation is represented by a graph. In digital halftoning application, each
vertex of a graph corresponds to a pixel of an image, the real values corresponds to the gray levels of a
pixels, and each edge of a graph represents the adjacency relationship between pixels.

The concept of global rounding associated with a weighted graph is defined as follows: Given a graph
G = (V, E), for a function a : V' — [0, 1] on the vertex set V, a function a : V' — {0, 1} is called a global
rounding of a if ~1 < 3 p(a(v) — a(v)) < 1 holds for any shortest path P between any two vertices
in G, with respect to given edge weights. This concept comes from discrepa.néy theory of hypergraphs.

Combinatorial results and enumeration algorithms

We study combinatorial properties and enumeration algorithms of global rounding associated with a
graph. If a graph is a path, the problem is known as the sequence rounding problem, and the number of
global rounding is at most {V| 4 1. In this thesis we conjecture that this bound holds for any connected
graph, and prove it affirmatively for outerplanar graphs.

Based on combinatorial investigation mentioned above, we design efficient algorithms to enumerate
all sequence roundings in polynomial time. If the graph G is a path, global rounding is often called
sequence rounding, and we give an O(n?)-time algorithm to enumerate all the sequence roundings.
We provide also an O(n?)-time algorithm to enumerate all global roundings for a cycle. We further
consider an outerplanar graph of n vertices, and give an algorithm which computes all global roundings
in O(n3)-time.

Application of global rounding to digital halftoning

We apply global rounding to digital halftoning. We first investigate sequence rounding along space
filling curve that gives sequential ordering of the pixels in two dimensional grid, and develop a halftoning
algorithm based on our sequence rounding algorithms. We next add some short-cut edges to transform
the space filling curves into outerplanar graphs, and develop halftoning algorithms based on global
rounding for outerplanar graphs.

We implement algorithms and evaluate their quantitative quality by using an automatic evaluation
system that we have originally developed. Although we cannot declare that our method is visually
better than current commercial halftoning algorithms, we can observe some advantageous features of
our method.
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