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Machine learning is used to enable computers to achieve Jearning, which is the
intellectual ability of humans to acquire new knowledge or skills from their
experiences. In the field of Artificial Intelligence (AD), there have been many studies
conducted on machine learning, which covers a broad range of applications, such as
web search engines, spam detection, finance prediction, pattern recognition,
clustering DNA sequences, and autonomous robots.

Considering actual applications in the real world, we must often conduct
machine learning under tight time constraints. Robot learning, that is machine
learning on robots, is a fine example of problems with tight time constraints, due to
physical movements on robots. Adaptive robots, which can change their behavior
based on data from environments, are expected to perform well at different
situations such as
hazardous tasks, disaster relief, medical services, household chores, as well as
industrial fields, and thus the field of robot learning has recently been attracting a
great deal of attention.

In this thesis, we investigate efficient machine learning under time
constraint from three different viewpoints:

® Machine - how to improve machine learning algorithms,

® [FEnvironment - how to construct effective experimental environments, and
® Human - how humans help machines to learn, if possible.




Viewpoint of Machine

This viewpoint is the most common approach of studies on machine learning.

This thesis focuses on machine learning methods that allow robots to acquire some
skills based on the interaction with environments and/or humans. Genetic
algorithms and reinforcement learning algorithms are representative ones. The
former searches the maximum or minimum of an objective function, while the latter
approximates a policy function itself, although they are often applied to the same
problem. According to Sutton and Barto, reinforcement learning algorithms are
efficient for problems with Markov Decision Processes (MDPs), where a robot can
perceive and utilize its state, such as path planning. By contrast, genetic algorithms
are suitable for instantaneous problems, such as acquisition of ball kicking motions.
For achieving case studies in our studies, we will adopt an appropriate machine
learning method depending on a target problem.

We consider machine learning as an optimization process, whose objective
function has time-consuming procedure, e.g., physical movement of robots. In this
case, we utilize meta-heuristics such as genetic algorithms, since we generally cannot
know the formula of objective functions. For directly reducing evaluations, i.e., calls
of such an objective function, there have been many studies on surrogate approach
that often evaluates an approximate model instead of an objective function.
Commonly-used models are neural network models and Kriging models. There also
have been many studies conducted on another approach that indirectly reduce
evaluations by noise reduction. Note that those approaches are meta-strategies and
can be applied to any sampling algorithm.

Viewpoint of Environment

The experiments on real robots, especially quadruped robots, take much more time
and cost than those on PCs. It is also an enormous difference since we often need to
consume a lot of energy for treating physical objects such as robots. The use of virtual
robots is one of the efficient methods to avoid those difficulties, and there are many
studies on dynamic simulated environments. However, since simulated
environments cannot produce complete, real environments, we finally need to
conduct experiments in the real environments where basic skills heavily depend on
complex physical interactions. )

In experiments with real robots, autonomous learning, by which robots
acquire some skills on their own without human intervention. There have been many
studies conducted on the autonomous learning of quadrupedal locomotion, which is
the most basic skill for every movement. However, studies on autonomous learning of



the skills used to control the other objects such as balls have not been studied as
much as quadrupedal locomotion. Although these studies are usually case studies,
they are regarded as important achievements to verify the performance of learning
methods on a real robot.

Viewpoint of Human -

Learning from human demonstrations is quite effective to reduce evaluations.
Whereas most studies experimentally analyze the improvement of learning by
human demonstrations from the viewpoint of machine, in this thesis, we directly
focus on teaching strategy of humans. We theoretically analyze the behavior of
teaching in a framework of computational learning theory, which is used to
mathematically formulate a model of learning. In the field of computational learning
theory, many studies have been conducted using models such as inductive inference,
PAC learning, and query learning. Further, many studies have been carried out on
teaching, which is inextricably linked to learning. To our knowledge, there are no
study directly conducted on teaching under time constraint in this research area.

Our Contributions

In Chapter 2, for demonstration experiments with real robots, we construct a flexible
framework suited for real-time embedded robot system. The framework allows us to
easily exchange modules depending on our needs in plug-in fashion and to intuitively
describe robot control programs to use the modules with a scripting language.

From the viewpoint of machine, in Chapter 3, we propose a meta-strategy,
thinning-out, to skip-over unpromising points to be evaluated on an objective
function. We investigate properties of thinning-out on various test functions and
establish a connection to a competitive meta-strategy, surrogate approach. As an
actual application of thinning-out, we address learning of shooting (or ball kicking)
motions by virtual robots. OQur experimental results show that robots can learn
sophisticated shooting motions, which are much different from the initial motion,
within a feasible number of evaluations. These results suggest that thinning-out can
work well in practical problems.

From the viewpoint of environment, in Chapter 4 and Chapter 5, we consider
how to save human time in experiments with real robots. As a case study, we tackle
learning of goalie strategy in soccer. We introduce one dimensional model for
trapping (or grasping an oncoming ball) skills, and propose a method by which robots
can autonomously learn the skills without human intervention. In our experiments,
we verify that knowledge sharing among robots can accelerate their learning, even
though shared knowledges are rather simple due to their limited computational



resources. Further, we develop an augmented environment for learning of two
dimensional goalie strategy, which does not include trapping skills. This
environment allows real robots to autonomously learn the strategy by using a virtual
ball. This study is important as a rare case of robot learning in an augmented
environment.

From the viewpoint of human, in Chapter 6, we consider a case where a
teacher can help a learner to learn some concept within a time limit. A good instance
is learning of goalie strategy by human-robot interaction, where a human rolls a real
ball to a real robot. We formulate a theoretical model of such a case, where the
complexity of a target concept is measured in terms of the optimal teaching error, i.e.,
the optimal worst-case error. We say that a concept class is optimally incremental
teachable if the teacher can optimally teach it to the learner whenever teaching is
terminated. Further, we define the teaching dimension with error, which, in short, is
a dual complexity of the optimal teaching error. We give the exact analysis of the
optimal teaching error, the optimally incremental teachability, and the teaching
dimension with error on natural concept classes such as monomials. Our analysis
supports our intuition that it is sometimes necessary to tell a lie in teaching within a
time limit.
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