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Parallel computers that built out of the latest microprocessors are becoming widely used as
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high-powered computer systems. To utilize parallel computers effectively, the program must be
expressed as a parallel code for the target machine. In general, however, most algorithms that used
in scientific applications are written as sequential codes, for the portability and simplicity of
programs. Thus programs must be translated with respect to the target machine, for the efficient
use of parallel computers. The translation of a sequential code to an equivalent and efficient
parallel program is a difficult and error-prone work. The translator must identify which portions of
a program can be run in parallel, and he must specify how the computation should be distributed
and communicated between the processors. Depending on the memory system and the connection
of components of the given parallel computer, the translator must do other translations that
lighten problems related to the data distribution, the communication cost, the synchronization cost
and the locality of data reference. To relieve users from this translator's non-trivial work, a
parallelizing compiler can be used to automatically translate sequential codes to parallel programs.

There are different levels of parallelism that can be exploited, such as task-level parallelism,
loop-level parallelism and instruction-level parallelism. In this paper, we deal with loop-level
parallelization and loop-level optimization. For large scientific applications, exploiting loop-level
parallelism can be especially effective, because they make heavy use of loops to operate on large
array data structures.

In general, the memory systems of modern computers are organized as a hierarchy in which the
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latency of memory accesses extremely increases from one level of the hierarchy to the next level.
Thus, to realize high performance computing on the modern computers, it is necessai'y that data
being reused are kept in the fast memory closer to the processors. Tiling, as one of the most
important compiler optimization loop transformation, is useful for improving data locality. Tiling is
a program transformation that a compiler can use to automatically generate a blocked program.

Tiling is very important loop transformation for parallel processing, but still has some
restrictions. To achieve high performance in a parallel computer system, the restriction must be
solved. Also, the relationship between tiling, scheduling and mapping is not well understood. This
paper deals with these problems to optimize synchronization cost of tiled codes. The main goal of
the thesis is to give automatic generation methods to generate blocked parallel codes.

Chapter 1 is introduction, and showed the backgrounds of loop transformations.

In Chapter 2, backgrounds for this thesis are introduced. The condition for parallel processing of
tiles is introduced. From the condition, a new tiled code generation method for parallel processing
is proposed, called order-preserving code generation method. Since proposed method preserves
execution order, if original loop nests have parallelism, the result codes have parallelism as well. It
is a sequential program code that is generated by conventional methods and then the code is
further transformed for parallel processing. Proposed tiled code generation method is equivalent in
a sense to the one that combines the two phases of conventional methods, tiled code generation and
parallelization, but the synchronization cost may be reduced. The proposed code generation
method is convenient and efficient to the optimization of DOALL parallel processing for
minimizing synchronization.

A new algorithm which determines shape of tileé is proposed in Chapter 3. The tiles that are
determined by proposed algorithm fulfill the condition introduced in Chapter 2. It means that, the
tiled codes which are obtained by proposed methods (the tile shape determining algorithm and
order-preserving code generation method) preserve parallelism. When the preserved parallelism is
the optimal parallelism for a property, the result code of parallelism preserving tiling may have the
optimal parallelism for the property. The example loop program in the paper shows that the

synchronization cost by the proposed method is less than the one by the conventional
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communication-minimal tiling.

In Chapter 4, a new loop fusion algorithm called perfect loop fusion is proposed. Loop fusion is g
loop transformation which is used to merge series of loops into a single loop, for improving data
locality and reducing synchronization. Tiling is a locality enhancing program transformation for
individual loop nest, and loop fusion is a locality enhancing program transformation between loop
nests. Many useful loop transformations are restricted to perfectly nested loops. Tiling is restricted
to apply to perfectly nested loops as well. Since loop fusion merges series of loops into a single loop,
it can be used as preprocessing of tiling. Fusion is not always legal in the presence of dependences
between the loops to be fused. Fusing two parallel loops is legal if the resulting loop produces the
same result as the one by the original sequence of loops. Moreover, if the original loop is a parallel
loop, the fused loop is restricted as a parallel loop. The result of conventional loop fusion is not
always a single loop nest. When, however, the result codes are not a single loop nest, tiling can not
be performed to it directly. Perfect loop fusion fulfills following three qualities.

1) The result codes maintain parallelism.

2) Locality of data reference is improved by the transformation.

3) The result code is a single perfectly nested loop nest.

For an example, perfect loop fusion is performed to Jacobi loop program. Jacobi loop programis a
typical program that solves a partial differential equation by an explicit method. According to
proposed method, the synchronization cost of tiled Jacobi program is not dependent on array sizes.
The proposed method is useful and effective for parallel architectures of which each computational
element has its own parallel processing ability, and they require some different parallel processing
schemes, since for such cases, it is important that the result of transformation preserves
parallelism and is a perfectly nested loop nest.

In Chapter 5, a new loop-synthesizing algorithm that is represented as unimodular
transformation is proposed. Loop-synthesizing combines two loops into one loop, but it does not
preserve parallelism. Presented loop-synthesizing algorithm is simple and the result of our
synthesizing algorithm is compact than previously known method.

Chapter 6 is the conclusion and states the main contribution.
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